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Best Proximity Points for Generalized (F,R)-proximal Contractions

Shivam Rawat, Ayush Bartwal and R.C. Dimri

abstract: We present the notion of generalized (F,R)-proximal non-self contractions and prove best prox-
imity point theorems in complete metric spaces endowed with an arbitrary binary relation. An example is
given to vindicate our claims. We also show that the edge preserving structure is a particular case of the
binary relation R. Moreover, an application to variational inequality problem is given in order to demonstrate
the efficacy of our results.
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1. Introduction

Banach contraction principle was established in 1922 for solving existence problems in nonlinear
analysis, which was a major problem back then. It states that, every contraction self-mapping T on
a complete metric space (X, d) has a unique fixed point. So far there has been many generalizations,
extensions and applications of this principle in various metric space settings ( [12], [23], [24]). One such
salient generalization is to prove fixed point results in metric spaces equipped with an arbitrary binary
relation. A lot of research has been done to obtain fixed point results by utilising different binary
relations on metric spaces (see, [3,4,5,13,16,17,27,28,32,33]). In 1986, Turinici initiated this investigation
by proving analogous variations of the Banach contraction principle ( [29]- [31]). Alam and Imdad [1]
used the relation theoretic versions of some standard metric notions such as continuity, convergence and
completeness to prove fixed point results in metric spaces equipped with an arbitrary binary relation.

The notion of best proximity point for a non-self mapping T was introduced by Basha [10] in 2010. If
C and D are nonempty subsets of a metric space (X, d) and T : C → D is a non-self mapping. Then c ∈ C

is said to be a best proximity point if d(c,Tc) = d(C,D), where d(C,D) = inf{d(C,D) : c ∈ C, d ∈ D}.
Numerous best proximity point results in different metric space settings have been proved by eminent
mathematicians in the last decade (see, for instance [6,7,8,11,14,15,22,25,26]). In 2014, Wardowski [34]
introduced a contractive mapping T : X → X on a metric space (X, d), known as F-contraction. He proved
that if (X, d) is a complete metric space, then every F-contraction has a unique fixed point.

We first introduce the notion of generalized (F,R)-proximal non-self contractions and then prove some
best proximity point theorems in complete metric spaces endowed with an arbitrary binary relation. We
also give the relation between an arbitrary binary relation and a graphical structure. Towards the end,
an application to variational inequality problems is provided in order to support our results.

2. Preliminaries

In this paper, R stands for a non-empty binary relation, N stands for the set of natural numbers, R
stands for the set of real numbers and R

+ stands for the set of positive real numbers.
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Definition 2.1 [1] Let x, y ∈ X, where X is a non-empty set endowed with a binary relation R. Then,
x and y are said to be R-comparitive if either (x, y) ∈ R or (y, x) ∈ R, denoted as [x, y] ∈ R.

Definition 2.2 [20] Let R be a binary relation on a non-empty set X.

1. The inverse relation of R, that is, R−1 is defined as R−1 = {(x, y) ∈ X2|(y, x) ∈ R}.

2. The symmetric closure of R, that is, RS is defined as the set R ∪ R−1. Clearly, RS is the smallest
symmetric relation on X containing R.

Theorem 2.1 [1] For a binary relation R defined on a non-empty set X, (x, y) ∈ RS if and only if
[x, y] ∈ R.

Definition 2.3 [1] Let X be a non-empty set and R a binary relation on X. A sequence {xn} ∈ X is
called R-preserving if (xn, xn+1) ∈ R for all n ∈ N ∪ {0}.

Definition 2.4 [1] Let X be a non-empty set and T : X → X be a mapping. A binary relation R on X is
called T-closed if for any x, y ∈ X, (x, y) ∈ R implies (Tx,Ty) ∈ R.

Definition 2.5 [2] Let (X, d) be a metric space and R a binary relation on X. We say that (X, d) is
R-complete if every R-preserving Cauchy sequence in X converges.

Definition 2.6 [2] Let R be a binary relation on a metric space (X, d). A self-mapping T on X is called
R-continuous at x if {Txn} → Tx for all R-preserving sequence {xn} ⊆ X with {xn} → x. Also if T is
R-continuous at every point of X then it is R-continuous.

Definition 2.7 [34] Let F be the set of functions F : R+ → R satisfying the following:
(F1) F is strictly increasing;
(F2) for every sequence {αn} of positive numbers,

lim
n→+∞

αn = 0 iff lim
n→+∞

(Fαn) = −∞;

(F3) there exists k ∈ (0, 1) so that lim
α→0+

αkF(α) = 0.

Some functions belonging to F are:

1. F(x) = ln x for x > 0.

2. F(x) = − 1√
x

for x > 0.

Definition 2.8 [34] A self-mapping T on a metric space X is called an F-contraction if there exists
F ∈ F and τ ∈ R

+ such that
τ + F(d(Tu,Tv)) ≤ F(d(u, v)),

for all u, v ∈ X with d(Tu,Tv) > 0.

Henceforth, we give some notations for subsequent use. If C and D are non-empty subsets of X, then

d(x,D) = inf{d(x, y) : y ∈ D}, where x ∈ C,

C0 = {x ∈ C : d(x, y) = d(C,D) for some y ∈ D},

D0 = {y ∈ D : d(x, y) = d(C,D) for some x ∈ C}.

Definition 2.9 [21] Let (X, d) be a metric space. A pair of nonempty subsets (C,D) of (X, d), with
C0 6= ∅, is said to have the p-property if for every x1, x2 ∈ C and every y1, y2 ∈ D

d(x1, y1) = d(C,D)
d(x2, y2) = d(C,D)

}

implies d(x1, x2) = d(y1, y2),
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Definition 2.10 [19] Let (X, d) be a metric space endowed with a binary relation R ⊆ X. (X, d,R) is
said to be regular if for all sequence {xn} in X such that {xn} → x and (xn, xn+1) ∈ R, for all n ∈ N,
we have (xn, x) ∈ R, for all k ∈ N.

Definition 2.11 [9] A set D is said to be approximately compact with respect to C, if every sequence
{yn} of D with d(x, yn) → d(x,D) for some x ∈ C has a convergent subsequence.

3. Main results

Now, we define proximal R-preserving mapping and generalized (F,R)-proximal contraction as follows.

Definition 3.1 A mapping T : C → D is said to be proximal R-preserving if

(x1, x2) ∈ R

d(y1,Tx1) = d(C,D)
d(y2,Tx2) = d(C,D)







implies (y1, y2) ∈ R,

Definition 3.2 A mapping T : C → D is said to be a generalized (F,R)-proximal contraction if there
exists F ∈ F and τ > 0 such that

d(x1,Ty1) = d(C,D)
d(x2,Ty2) = d(C,D)

}

implies

τ + F(d(x1, x2)) ≤ F(max{d(y1, y2), d(x1, y1), d(x2, y2),
1

2
[d(y1, x2) + d(y2, x1)]}),

for all x1, x2, y1, y2 ∈ C, x1 6= x2 and (x1, x2), (y1, y2) ∈ R.

Theorem 3.1 Let (X, d) be a metric space, C,D be two non-empty closed subsets of X with C0 6= φ and
R a relation on X. Let T : C → D satisfy the following assertions:

1. T(C0) ⊆ D0 and (X, d) is R-complete;

2. T is proximal R-preserving;

3. there exists x0, x1 ∈ C0 such that

d(x1,Tx0) = d(C,D) and (x0, x1) ∈ R;

4. T is R-continuous;

5. T is a generalized (F,R)-proximal contraction.

Then, T has a best proximity point.

Proof: As T(C0) ⊆ D0, we have x2 ∈ C0 such that

d(x2,Tx1) = d(C,D)

Since T satisfies condition 3 and T is proximal R-preserving, we obtain (x1, x2) ∈ R, i.e.

d(x2,Tx1) = d(C,D), where (x1, x2) ∈ R (3.1)

Again, as T(C0) ⊆ D0, there exists x3 ∈ C0 such that

d(x3,Tx2) = d(C,D). (3.2)

From (3.1), (3.2) and using T is proximal R-preserving, we get (x2, x3) ∈ R, i.e.

d(x3,Tx2) = d(C,D), where (x2, x3) ∈ R.
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Continuing the above process, we get

d(xn+1,Txn) = d(C,D), where (xn, xn+1) ∈ R for all n ∈ N ∪ {0}. (3.3)

Therefore the sequence {xn} is R-preserving.

If for some n0, d(xn0
, xn0+1) = 0, then xn0

= xn0+1 and hence from (3.3), d(C,D) = d(xn0
,Txn0

),
which completes the proof. Thus, for some n ≥ 0, d(xn, xn+1) > 0. Since, T is a generalized (F,R)-
proximal contraction and taking u1 = xn, u2 = xn+1, v1 = xn−1, v2 = xn, we have

τ + F(d(xn, xn+1)) ≤ F(max{d(xn−1, xn), d(xn−1, xn), d(xn, xn+1),
1

2
[d(xn, xn) + d(xn−1, xn+1)]})

≤ F(max{d(xn−1, xn), d(xn, xn+1)}). (3.4)

If d(xn, xn+1) ≥ d(xn−1, xn) for some n ∈ N, then from equation (3.4) we have τ + F (xn, xn+1) ≤
F (xn, xn+1), which is a contradiction since τ > 0. Thus d(xn, xn+1) < d(xn−1, xn) for all n ∈ N and so
from (3.4) we get

τ + F(d(xn, xn+1)) ≤ F(d(xn−1, xn))

which implies

F(d(xn, xn+1)) ≤ F(xn, xn−1) − τ ≤ ...

≤ F(d(x0, x1)) − nτ, for all n ∈ N (3.5)

Set tn = d(xn, xn+1). So, from (3.5), F(tn) = −∞. Using the property (F2), we get

tn → 0 as n → +∞.

Now, let k ∈ (0, 1) such that lim
n→+∞

tk
nF(tn) = 0. By (3.5), the following holds for all n ∈ N:

tk

nF(tn) − tk

nF(t0) ≤ −ntk

nτ ≤ 0. (3.6)

Letting n → ∞ in (3.6), we have
lim

n→+∞
ntk

n = 0

Therefore lim
n→+∞

n
1
k tn = 0, which implies that

∑∞
n=1 tn is convergent. This further implies that {xn} is

a Cauchy sequence. Because the space is R-complete, and C is closed so the sequence {xn} converges to
some element x∗ in C. If T is R-continuous, then Txn → Tx∗ as n → +∞ and

d(C,D) = lim
n→+∞

d(xn+1,Txn) = d(x∗,Tx∗),

which implies that x∗ is a best proximity point.

�

Theorem 3.2 Let (X, d) be a metric space, C,D be two non-empty closed subsets of X with C0 6= φ and
D be approximately compact with respect to C. Let R be a relation on X and T : C → D satisfy the
following assertions:

1. T(C0) ⊆ D0 and (X, d) is R-complete;

2. T is proximal R-preserving;

3. there exists x0, x1 ∈ C0 such that

d(x1,Tx0) = d(C,D) and (x0, x1) ∈ R;
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4. (X, d,R) is regular;

5. T is a generalized (F,R)-proximal contraction.

Then, T has a best proximity point.

Proof: Following the proof of Theorem 3.1, we get a Cauchy sequence {xn} ⊂ C such that (3.3) holds
and {xn} → x∗ as n → +∞. Also,

d(x∗,D) ≤ d(x∗, T xn) ≤ d(x∗, xn+1) + d(xn+1, T xn)

= d(x∗, xn+1) + d(C,D)

≤ d(x∗, xn+1) + d(x∗,D).

As n → +∞, we get d(x∗, T xn) → d(x∗,D), and since D is approximately compact with respect to C,
{T xn} has a subsequence {T xnk

} converging to some y∗ ∈ D. Thus d(x∗, y∗) = lim
n→+∞

d(xnk+1, T xnk
) =

d(C,D). This implies that x∗ ∈ C0. Since, T (C0) ⊆ D0, there exists some t ∈ C such that

d(t, T x∗) = d(C,D) (3.7)

As (X, d,R) is regular, we have (xn, x∗) ∈ R. Therefore for a subsequence {xmk
} of {xn} also, we have

(xmk
, x∗) ∈ R. (3.8)

Also,

d(xmk+1, T xmk
) = d(C,D). (3.9)

Using the idea that T is proximal R−preserving along with (3.7),(3.8) and (3.9), we get (xmk+1, t) ∈ R.

We claim that d(t, x∗) = 0. On the contrary, if d(t, x∗) 6= 0 then, there exists an m0 ∈ N such that

d(t, xmk+1) > 0 for all mk ≥ m0.

Now, T is a generalized (F,R)− proximal contraction, taking x1 = t, x2 = xmk+1, y1 = x∗ and y2 = xmk
,

we get

τ + F(d(t, xmk+1)) ≤ F(max{d(xmk
, x∗), d(xmk+1, xmk

), d(t, x∗),
1

2
[d(xmk+1, x∗) + d(xmk

, t)]})

Using the fact that F is strictly increasing, we obtain

d(t, xmk+1) < max{d(xmk
, x∗), d(xmk+1, xmk

), d(t, x∗),
1

2
[d(xmk+1, x∗) + d(xmk

, t)]}

As k → ∞, d(t, x∗) < d(t, x∗), which is a contradiction. Therefore, d(t, x∗) = 0, i.e., t = x∗. So from
(3.7), we deduce that d(x∗, T x∗) = d(C,D), i.e., x∗ is a best proximity point.

�

Theorem 3.3 Suppose that the following condition holds along with the hypotheses of Theorem 3.1 or
Theorem 3.2: for any x, y ∈ C with (x, y) /∈ R, there exists z0 ∈ C0 such that (x, z0) ∈ R and (y, z0) ∈ R.
Then T has a unique best proximity point.

Proof: Let there exists another best proximity point y∗ of the mapping T such that

d(y∗,Ty∗) = d(x∗,Tx∗) = d(C,D). (3.10)
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Case-I
Let x∗ and y∗ be two distinct best proximity points of T such that (x∗, y∗) ∈ R. Since T is a generalized
(F,R)-proximal contraction and taking u1 = v1 = x∗ and u2 = v2 = y∗, we have

τ + F(d(x∗, y∗)) ≤ F(max{d(x∗, y∗), d(x∗, x∗), d(y∗, y∗),
1

2
[d(x∗, y∗) + d(x∗, y∗)]})

=⇒ F(d(x∗, y∗)) < F(d(x∗, y∗)).

Since F strictly increasing
d(x∗, y∗)) < d(x∗, y∗),

which is a contradiction. Therefore x∗ and y∗ must be same. Hence, T has a unique best proximity point.

Case-II
Let (x∗, y∗) /∈ R. By the given condition there exists z0 ∈ C0 such that (x∗, z0) ∈ R and (y∗, z0) ∈ R.
Since T(C0) ⊆ D0, there exists z1 ∈ C0 such that d(z1,Tz0) = d(C,D). Also d(x∗,Tx∗) = d(C,D) and
(x∗, z0) ∈ R. So by proximal R-preserving condition we get that (x∗, z1) ∈ R. Therefore we get

d(z1,Tz0) = d(C,D) and (x∗, z1) ∈ R (3.11)

Now there exists z2 ∈ C0 such that d(z2,Tz1) = d(C,D). Also d(x∗,Tx∗) = d(C,D) and (x∗, z1) ∈ R. So
by proximal R-preserving condition we get that (x∗, z2) ∈ R. Therefore we get

d(z2,Tz1) = d(C,D) and (x∗, z2) ∈ R (3.12)

Continuing the above process we get a sequence {zn} such that

d(zn+1,Tzn) = d(C,D) and (x∗, zn+1) ∈ R for all n ∈ N ∪ {0}. (3.13)

Now using (3.10), (3.13) and p-property, we get

d(zn+1, x∗) = d(Tzn,Tx∗) for all n ∈ N ∪ {0}. (3.14)

Suppose that z0 = x∗, then from (3.14), we get

d(z1, x∗) = d(Tz0,Tx∗) = d(Tx∗,Tx∗) = 0,

which gives z1 = x∗. Continuing the above process, we get zn = x∗ for all n ∈ N ∪ {0}. Now suppose
that d(z0, x∗) > 0, then we get d(zn+1, x∗) > 0. Since T is a generalized (F,R)-proximal contraction and
taking u1 = zn+1, v1 = zn and u2 = v2 = x∗, we have

τ + F(d(zn+1, x∗)) ≤ F(max{d(zn, x∗), d(zn+1, zn), d(x∗, x∗),
1

2
[d(zn+1, x∗) + d(x∗, zn)]}). (3.15)

If max{d(zn, x∗), d(zn+1, zn)} = d(zn+1, zn), then as F is strictly increasing, (3.15) implies

d(zn+1, x∗) < d(zn+1, zn),

which implies that d(zn+1, x∗) < 0 as n → +∞, which is a contradiction. Therefore
max{d(zn, x∗), d(zn+1, zn)} = d(zn, x∗).

F(d(zn+1, x∗)) ≤ F(d(zn, x∗)) − τ

.

.

≤ F(d(z0, x∗)) − (n + 1)τ.

As n → +∞, F(d(zn+1, x∗)) → −∞. Therefore from F2, we obtain d(zn+1, x∗) → 0 as n → +∞, i.e.,
{zn} → x∗. Similarly, we can show that zn → y∗ as n → +∞. Thus we obtain x∗ = y∗ by the uniqueness
of limit. �
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Example 3.1 Let X = R
n and R = {(x, y)|x2 ≤ y2, where x = (x1, x2, ..., xn) and y = (y1, y2, ..., yn)}

be binary relation, where x, y ∈ R
n. Define a metric d on X by

d(x, y) =

n
∑

i=1

|xi − yi|, where x = (x1, x2, ..., xn) and y = (y1, y2, ..., yn).

Clearly, (X, d) is a R-complete metric space. Let F : R+ → R be given by F(x) = ln x. Clearly F satisfies
the conditions F1 − F3. Let C = {(0, e, 0, ..., 0)|e ≥ 0} and D = {(1, g, 0, ..., 0)|g ≥ 0}, so we have C = C0

and D = D0. Define T : C → D by

T(0, e, 0, ..., 0) = (1, S(e), 0, ..., 0) for all (0, e, 0, ..., 0) ∈ C.

where S(e) = 1
5 − 1

e+5 .

Clearly, |S(a) − S(b)| ≤ |a − b| for all a, b ≥ 0. Also, T(C0) ⊆ D0, T is proximal R−preserving
and T is R−continuous. Now to show that T is a generalized (F,R)−proximal contraction, let p =
(0, e1, 0, ..., 0), q = (0, e2, 0, ..., 0), r = (0, S(e1), 0, ..., 0) and s = (0, S(e2), 0, ..., 0) be elements in E. It is
clear that d(r,Tp) = d(C,D) and d(s,Tq) = d(C,D). We obtain

d(r, s) =|S(e1) − S(e2)|

≤e−τ |e1 − e2|

≤e−τ max{|e1 − e2|, |e1 − S(e1)|, |e2 − S(e2)|,
1

2
[|e1 − S(e2)| + |e2 − S(e1)|]},

where e−τ = 2
5 . Therefore T is a generalized (F,R)−proximal contraction with τ = ln 5

2 . Thus all the
conditions of Theorem 3.1 are satisfied and hence T has a best proximity point (0, 0, ..., 0).

Corollary 3.3A Let (X, d) be a metric space and R a relation on X. Let T : X → X satisfy the following
assertions:

1. (X, d) is R-complete.

2. there exists x0 ∈ X such that (x0,Tx0) ∈ R.

3. R is T-closed.

4. T is R-continuous or X is R-regular;

5. T satisfies the following contraction

τ + F(d(Tx,Ty)) ≤ F(max{d(x, y), d(x, T x), d(y, T y),
1

2
[d(x, T y) + d(y, T x)]}).

for all x, y ∈ X,Tx 6= Ty, (x, y) ∈ R and τ > 0 for some F ∈ F.

Then, T has a fixed point.

In 2008, Jachymski [18] introduced the graphical structure in metric spaces and proved some fixed
point results for graphical variant of the Banach contraction principle. Let X be a non-empty set and ∆
denotes the diagonal points of X × X. Then, G is a directed graph whose vertex set V(G) coincides with
X, and the edge set E(G) contains its edges with all the loops, that is, ∆ ⊆ E(G). Moreover, we suppose
that G has no parallel edges and therefore we can write G as a pair (V(G),E(G)). Also, we suppose G as
a weighted graph by assigning to each edge the distance between its vertices. A path in G from x to y,
where x and y are any vertices of the graph G, of length k(k ∈ N) is a sequence {xi}k

i=0 of k + 1 vertices
such that x0 = x, xk = y and (xn−1, xn) ∈ E(G) for i = 1, 2, 3, ..., k. If there is a path between any two
vertices of a graph G then it is said to be a connected graph, and G is said to be weakly connected if G̃
is connected.
For a metric space (X, d), the triple (X, d,G) denotes a G-metric space where G is a graph on the non-empty
set X.
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Remark 3.1 The above results can be proved in a similar way for metric spaces endowed with graphs by
defining R = {(x, y)|(x, y) ∈ E(G), x, y ∈ X}, where E(G) is the edge set of the directed graph G. Jachymski
[18] stated that the set of all edges of the directed graph contains all loops, which means that the set of all
edges forms a reflexive binary relation on the underlying metric space. This shows the improvement of the
relational-theoretic approach over the graphical approach. For example, if we take strict `<´as a binary
relation, then the relevant fixed point theorem is obtained from relation-theoretic contraction principle.
As the relation `<´is irreflexive, therefore we can never prove such a result from the graphical fixed point
theorem. Thus, the edge preserving structure is a particular case of the binary relation R( [5]).

4. Application

Now, we present an application of our results to a variational inequality problem. Let H be a real
Hilbert space with induced norm (||.||) and inner product (〈., .〉). K be a non-empty, closed and convex
subset of H. A self operator T on H is called monotone if 〈Tx−Ty, y −x〉 ≥ 0. We consider the following
monotone variational inequality problem.
Problem 1. Find x ∈ K such that 〈Qx, y −x〉 ≥ 0 for all y ∈ K, where Q : H → H is monotone operator.
A powerful tool for solving a variational inequality problem is the metric projection, say PK : H → K

such that for each x ∈ K, there exists a unique nearest point PKx ∈ K such that ||x − PKx|| ≤ ||x − y||
for all y ∈ K.
Now, we see some important lemmas.

Lemma 4.1 Let z ∈ H. Then x = PK(z) if and only if 〈x − z, y − x〉 ≤ 0 for all y ∈ K.

Lemma 4.2 Let Q : K → K be monotone. Then x ∈ K is a solution of 〈Qx, y − x〉 ≥ 0 for all y ∈ K if
and only if x = PK(x − λQx), λ > 0.

Our following result gives the solution of Problem 1.

Theorem 4.1 Let K be a non-empty, closed non-empty subset of a real Hilbert space H and R a relation
on H. Suppose Q : K → K, PK

∗ = PK(IK − λQ) : K → K, where IK is the identity operator on K,
satisfy the following assertions:

1. (K, d) is R-complete.

2. there exists x0 ∈ K such that (x0,PK
∗x0) ∈ R.

3. R is PK
∗-closed.

4. PK
∗ satisfies the following contraction

τ + F(d(PK
∗x,PK

∗y)) ≤ F(max{d(x, y), d(x,PK
∗x), d(y,PK

∗y),
1

2
[d(x,PK

∗y) + d(y,PK
∗x)]}).

for all x, y ∈ K,PK
∗x 6= PK

∗y, (x, y) ∈ R and τ > 0 for some F ∈ F.

Then there exists a unique element x ∈ K such that 〈Qx, y − x〉 ≥ 0 for all y ∈ K.

Proof: Define a binary relation R = {(PK(x),PK(x)) : PK(x) ≤ PK(x) with PK(x)PK(x) ≥ 0 for all x ∈
H} and T : K → K by Tx = PK(x − λQx) for all x ∈ K, then T satisfies all the hypothesis of Corollary
3.3A and therefore T has a fixed point x. Hence by Lemma 4.2, x ∈ K is a solution of 〈Qx, y − x〉 ≥ 0 for
all y ∈ K if and only if x is a fixed point of T. �
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