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#### Abstract

This paper, focuses on the fractional system of semilinear evolution equations with initial data is singular generalized functions, the fractional derivative ${ }_{0}^{c} D_{\psi}^{\alpha}$ is $\psi$-Caputo derivative of order $\alpha, 1<\alpha \leq 2$, which we will prove to be inside Colombeau algebra. The notion of $\psi$-Cosine family is introduced and demonstrated in Colombeau algebra. Using Banach's fixed point theorem and Laplace transforms, we gave the integral solution of the problem. In Colombeau's algebra, The existence and uniqueness of the solution are demonstrated using the Gronwall lemma.
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## 1. Introduction

Colombeau proposed the best approach for solving the issues that Schwartz theory of distributions is concerned with $(1984,1985)[9,10]$. He created a generalized function sequential differential algebra. $\mathcal{G}(\mathbb{R})$ , it includes the distribution space $D^{\prime}(\mathbb{R})$ as a subspace. Colombeau's idea of generalized functions really generalizes the notion of Schwartz distributions, these novel Colombeau generalized functions can be distinguished in the same manner as distributions can, but with regard to multiplication and other nonlinear operations. It is notable that the results of these operations are always represented as Colombeau generalized functions in this algebra. These new generalized functions are closely connected to distributions in the sense that their description may be viewed as a natural extension of Schwartz's distribution concept.

The fractional evolution equations have gained significant attention due to their ability to describe complex phenomena in various fields, ranging from physics and engineering to biology and finance. One of the primary motivations behind studying fractional evolution equations is their capability to capture non-local and memory-dependent behavior, which cannot be adequately modeled by classical differential equations. These equations incorporate fractional derivatives, allowing for the incorporation of long-term memory effects and non-local interactions into the mathematical model. By considering fractional evolution equations, researchers aim to develop a deeper understanding of intricate dynamics and improve predictions in systems exhibiting anomalous diffusion, viscoelasticity, or power-law decay. Furthermore, the study of fractional evolution equations also contributes to the advancement of mathematical analysis, numerical methods, and the development of novel tools for solving and simulating these equations efficiently.

[^0]Our main goal is to look at the next abstract fractional semi-linear problem

$$
\left\{\begin{array}{c}
{ }_{0}^{c} D_{\psi}^{\alpha} u(x, t)=A u(x, t)+F(t, u(x, t)), \quad t \in[0, T]  \tag{1.1}\\
u(x, 0)=a_{0}(x)
\end{array}\right.
$$

Where $a_{0}$ is singular generalized functions, ${ }_{0}^{c} D_{\psi}^{\alpha}$ is $\psi$-Caputo derivative of order $\alpha, 1<\alpha \leq 2$, which we will prove to be inside Colombeau algebra, $F$ satisfies $L^{\infty}$ logarithmic type and $A$ is an operator defined from the Colombeau algebra into itself. Our goal will be to give a systematic and general treatment of (1.1) from the standpoint of existence, uniqueness, and smoothness of solutions and we presented the definition of the generalized $\psi$-cosine family this principle is used to prove the foregoing. The pioneering work on (1.1) (for the normal and caputo fractional derivatives in Colombeau algebra), was done by A.Benmerrous and Al in [4] [2], and our development follows his approach. Our results extend those of [24] [4] [2] in several respects. First, we allow for a more general linear term $A$, in that we assume $A$ is the infinitesimal generator of an arbitrary strongly continuous cosine family. Second, we analyze various hypotheses on the nonlinear term $F$, some of which are more general than found in [4,2]. Third, it is demonstrated that distribution solutions to some classes of such equations exist.

The paper is structured as follows, in section 2 we mention some notions of Colombeau's algebra, in section 3 we will prove the existence of $\psi$-Caputo derivative of order $\alpha$ in Colombeau algebra, in section 4 , in the first part we clarify the expression of generalized $\psi$-cosine family by gave the integral solution of the problem, in section 5, we demonstrated the existence and uniqueness of the mild solution of the problem.

## 2. Preliminaries

Here we list some notations and formulas to be used later. The elements of Colombeau algebras $\mathcal{G}$ are equivalence classes of regularizations, i.e., sequences of smooth functions satisfying asymptotic conditions in the regularization parameter $\varepsilon$. Therefore, for any set X , the family of sequences $\left(u_{\varepsilon}\right)_{\varepsilon \in[0 ; 1]}$ of elements of a set X will be denoted by $X^{[0 ; 1]}$, such sequences will also be called nets and simply written as $u_{\varepsilon}$. Let $\mathcal{D}\left(\mathbb{R}^{n}\right)$ be the space of all smooth functions $\varphi: \quad \mathbb{R}^{n} \longrightarrow \mathbb{C}$ with compact support. For $q \in \mathbb{N}$ we denote:

$$
\mathcal{A}_{q}\left(\mathbb{R}^{n}\right)=\left\{\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right) / \int \varphi(x) d x=1 \text { and } \int x^{\alpha} \varphi(x) d x=0 \text { for } 1 \leq \alpha \leq q\right\}
$$

The elements of the set $\mathcal{A}_{q}$ are called test functions.
It is obvious that $\mathcal{A}_{1} \supset \mathcal{A}_{2} \ldots$. Colombeau in his books has proved that the sets $\mathcal{A}_{k}$ are non empty for all $k \in \mathbb{N}$.

For $\varphi \in \mathcal{A}_{q}\left(\mathbb{R}^{n}\right)$ and $\epsilon>0$ it is denoted as $\varphi_{\epsilon}(x)=\frac{1}{\varepsilon} \varphi\left(\frac{x}{\varepsilon}\right)$ for $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$ and $\check{\varphi}(x)=\varphi(-x)$.
We denote by:

$$
\begin{aligned}
& \mathcal{E}\left(\mathbb{R}^{n}\right)=\left\{u: \mathcal{A}_{1} \times \mathbb{R}^{n} \rightarrow \mathbb{C} / \text { with } u(\varphi, x) \text { is } \mathcal{C}^{\infty} \text { to the second variable } x\right\}, \\
& u\left(\varphi_{\varepsilon}, x\right)=u_{\varepsilon}(x) \quad \forall \varphi \in \mathcal{A}_{1}, \\
& \mathcal{E}_{M}\left(\mathbb{R}^{n}\right)=\left\{\left(u_{\varepsilon}\right)_{\varepsilon>0} \subset \mathcal{E}\left(\mathbb{R}^{n}\right) / \forall K \subset \mathbb{R}^{n}, \forall a \in \mathbb{N}, \exists N \in \mathbb{N}\right. \text { such that } \\
&\left.\sup _{x \in K}\left\|D^{\alpha} u_{\varepsilon}(x)\right\|=\mathcal{O}\left(\varepsilon^{-N}\right) \text { as } \varepsilon \rightarrow 0\right\}, \\
& \mathcal{N}\left(\mathbb{R}^{n}\right)=\left\{\left(u_{\varepsilon}\right)_{\varepsilon>0} \in \mathcal{E}\left(\mathbb{R}^{n}\right) / \forall K \subset \mathbb{R}^{n}, \forall \alpha \in \mathbb{N}, \forall p \in \mathbb{N}\right. \text { such that } \\
&\left.\sup _{x \in K}\left\|D^{\alpha} u_{\varepsilon}(x)\right\|=\mathcal{O}\left(\varepsilon^{p}\right) \text { as } \varepsilon \rightarrow 0\right\},
\end{aligned}
$$

The generalized functions of Colombeau are elements of the quotient algebra $\mathcal{G}\left(\mathbb{R}^{n}\right)=\mathcal{E}_{M}\left[\mathbb{R}^{n}\right] / \mathcal{N}\left[\mathbb{R}^{n}\right]$, where the elements of the set $\mathcal{E}_{M}\left(\mathbb{R}^{n}\right)$ are moderate while the elements of the set $\mathcal{N}\left(\mathbb{R}^{n}\right)$ are negligible.

The meaning of the term 'association' in $\mathcal{G}(\mathbb{R})$ is given with the next two definitions.

Definition 2.1. Generalized functions $f, g \in \mathcal{G}(\mathbb{R})$ are said to be associated, denoted $f \approx g$, if for each representative $f\left(\varphi_{\varepsilon}, x\right)$ and $g\left(\varphi_{\varepsilon}, x\right)$ and arbitrary $\psi(x) \in \mathcal{D}(\mathbb{R})$ there is a $q \in \mathbb{N}$ such that for any $\varphi(x) \in \mathcal{A}_{q}(\mathbb{R})$, we have:

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\mathbb{R}}\left\|f\left(\varphi_{\varepsilon}, x\right)-g\left(\varphi_{\varepsilon}, x\right)\right\| \psi(x) d x=0
$$

Definition 2.2. Generalized functions $f \in \mathcal{G}(\mathbb{R})$ is said to admit some as $u \in \mathcal{D}^{\prime}(\mathbb{R})$ 'associated distribution', denoted $f \approx u$, if for each representative $f\left(\varphi_{\varepsilon}, x\right)$ of $f$ and any $\psi(x) \in \mathcal{D}(\mathbb{R})$ there is a $q \in \mathbb{N}$ such that for any $\varphi(x) \in \mathcal{A}_{q}(\mathbb{R})$, we have:

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\mathbb{R}} f\left(\varphi_{\varepsilon}, x\right) \psi(x) d x=\langle u, \psi\rangle
$$

## 3. $\psi$-Fractional Derivative in $\mathcal{G}$

Let $\left(f_{\epsilon}(t)\right)_{\epsilon}$ be a representative of a Colombeau generalized function $f(t) \in \mathcal{G}\left(\mathbb{R}^{+}\right)$and let $n-1<$ $\alpha<n, \psi \in \mathcal{C}^{n}\left(\mathbb{R}^{+}\right)$be an increasing function with $\psi^{\prime}(t) \neq 0 \quad$ for all $t \in \mathbb{R}^{+}$.

The $\psi$-Caputo fractional derivative of $\left(f_{\epsilon}(t)\right)_{\epsilon}$, is defined by

$$
{ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)= \begin{cases}\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{n-\alpha-1} f_{\epsilon}^{[n]}(s) \psi^{\prime}(s) d s, & n-1<\alpha<n  \tag{3.1}\\ f_{\epsilon}^{(n)}(t)=f_{\epsilon}^{[n]}(t)=\left(\frac{1}{\psi^{\prime}(t)} \frac{\mathrm{d}}{d t}\right)^{n} f_{\epsilon}(t), & \alpha=n,\end{cases}
$$

$n \in \mathbb{N}, \epsilon \in(0,1)$.
Lemma 3.1. Let $\left(f_{\epsilon}(t)\right)_{\epsilon}$ be a representative of $f(t) \in \mathcal{G}\left(\mathbb{R}^{+}\right)$. Then, for every $\alpha>0$, $\sup _{t \in[0, T]} \mid$ ${ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t) \mid$ has a moderate bound.

Proof. Fix $\epsilon \in(0,1)$.
Let $n-1<\alpha<n, \quad n \in \mathbb{N}$.

Then,
$\sup _{t \in[0, T]}\left|{ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)\right| \leq \frac{1}{\Gamma(n-\alpha)} \sup _{t \in[0, T]} \int_{0}^{t}\left|(\psi(t)-\psi(s))^{n-\alpha-1} f_{\epsilon}^{[n]}(s) \psi^{\prime}(s)\right| d s$

$$
\begin{gathered}
=\frac{1}{\Gamma(n-\alpha)} \sup _{s \in[0, T]}\left|f_{\epsilon}^{[n]}(s)\right| \sup _{t \in[0, T]}\left|\frac{(\psi(t)-\psi(0))^{n-\alpha}}{n-\alpha}\right| \\
\quad \leq \frac{1}{\Gamma(n-\alpha)} \frac{T^{n-\alpha}}{n-\alpha} \sup _{s \in[0, T]}\left|f_{\epsilon}^{[n]}(s)\right|
\end{gathered}
$$

Since $f(t) \in \mathcal{G}([0,+\infty))$, as a result $\sup _{s \in[0, T]}\left|f_{\epsilon}^{[n]}(s)\right|$ has a moderate bound.
Thus, $\exists M \in \mathbb{N}$, such that

$$
\sup _{t \in[0, T]}\left|{ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)\right|=\mathcal{O}\left(\varepsilon^{-M}\right), \quad \varepsilon \rightarrow 0
$$

Then, $\sup _{t \in[0, T]}\left|{ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)\right|$ has a moderate bound, $\forall \alpha>0$.

Lemma 3.2. Let $\left(f_{1 \epsilon}(t)\right)_{\epsilon}$, $\left(f_{2 \epsilon}(t)\right)_{\epsilon}$ be two distinct representatives of $f(t) \in \mathcal{G}\left(\mathbb{R}^{+}\right)$. Then, for every $\alpha>0, \sup _{t \in[0, T]}\left|{ }_{0}^{c} D_{\psi}^{\alpha} f_{1 \epsilon}(t)-{ }_{0}^{c} D_{\psi}^{\alpha} f_{2 \epsilon}(t)\right|$ is negligible.

Proof. Fix $\epsilon \in(0,1)$.
Let $n-1<\alpha<n, \quad n \in \mathbb{N}$.
Then,

$$
\sup _{t \in[0, T]}\left|{ }_{0}^{c} D_{\psi}^{\alpha} f_{1 \epsilon}(t)-{ }_{0}^{c} D_{\psi}^{\alpha} f_{2 \epsilon}(t)\right| \leq \frac{1}{\Gamma(n-\alpha)} \frac{T^{n-\alpha}}{n-\alpha} \sup _{s \in[0, T]}\left|f_{1 \epsilon}^{[n]}(s)-f_{2 \epsilon}^{[n]}(s)\right|
$$

Since $\left(f_{1 \epsilon}(t)\right)_{\epsilon}$ and $\left(f_{2 \epsilon}(t)\right)_{\epsilon}$ represent the same Colombeau generalized function $f(t)$, so $\sup _{s \in[0, T]} \mid$ $f_{1 \epsilon}^{[n]}(s)-f_{2 \epsilon}^{[n]}(s) \mid$ is negligible, then for all $\mathrm{p} \in \mathbb{N}$

$$
\sup _{t \in[0, T]}\left|{ }_{0}^{c} D_{\psi}^{\alpha} f_{1 \epsilon}(t)-{ }_{0}^{c} D_{\psi}^{\alpha} f_{2 \epsilon}(t)\right|=\mathcal{O}\left(\varepsilon^{-p}\right), \quad \varepsilon \rightarrow 0
$$

Therefore, $\sup _{t \in[0, T]}\left|{ }_{0}^{c} D_{\psi}^{\alpha} f_{1 \epsilon}(t)-{ }_{0}^{c} D_{\psi}^{\alpha} f_{2 \epsilon}(t)\right|$ is negligible.
We may now initiate the $\psi$-Caputo fractional derivative of a Colombeau generalized function on $\mathbb{R}^{+}$ after establishing the first two lemmas.
Definition 3.1. Let $f(t) \in \mathcal{G}\left(\mathbb{R}^{+}\right)$be a Colombeau function on $\mathbb{R}^{+}$.
The $\psi$-Caputo fractional derivative of $f(t)$, using the notation
${ }_{0}^{c} D_{\psi}^{\alpha} f(t)=\left[\left({ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)\right)_{\epsilon}\right], \alpha>0$, is the component of $\mathcal{G}\left(\mathbb{R}^{+}\right)$satisfying (3.1).
Remark 3.2. For $\alpha \in(n-1, n), \quad n \in \mathbb{N}$.
The first derivative of $(\mathrm{d} / \mathrm{d} t)_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)$ is
$(\mathrm{d} / \mathrm{d} t)_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)=\frac{1}{\Gamma(1-\alpha)}\left[\int_{0}^{t}\left(\frac{\psi \prime(s)}{(\psi(t)-\psi(s))^{\alpha+1-n}} f_{\varepsilon}^{[n+1]}(s)\right) \mathrm{d} s+\frac{\psi^{\prime}(0)}{(\psi(t)-\psi(0))^{\alpha+1-n}} f_{\epsilon}^{[m]}(0)\right]$ and it is not defined in zero, unless $f_{\epsilon}^{[m]}(0)=0$.

Theorem 3.3. Let $f(t) \in \mathcal{G}$ be a Colombeau generalized function. The $\psi-C$ aputo fractional derivative ${ }_{0}^{c} D_{\psi}^{\alpha} f(t)$ is a Colombeau generalized function, if $f_{\varepsilon}^{[n]}(0)=f_{\epsilon}^{[n+1]}(0)=f_{\epsilon}^{[n+2]}(0)=\cdots=0$.
Proof. Let $n-1<\alpha<n, \quad n \in \mathbb{N}$.
In Lemma 1, we proved that $\sup _{t \in[0, T]}\left|{ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)\right|$ has a moderate limit for indefinite Colombeau generalized function. To get a moderate limit for the initial derivative $(\mathrm{d} / \mathrm{d} t)_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)$ we utilize the expression acquired in Remark 1 and for $f_{\epsilon}^{[n]}(0)=0$, we obtain

$$
(\mathrm{d} / \mathrm{d} t)_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)=(1 / \Gamma(1-\alpha)) \int_{0}^{t}\left(\frac{\psi \prime(S)}{(\psi(t)-\psi(s))^{\alpha+1-n}} f_{\varepsilon}^{[n+1]}(s)\right) \mathrm{d} s
$$

Now, in the same way as in Lemma 1 we acquires a moderate limit for $\sup _{t \in[0, T]}\left|(\mathrm{d} / \mathrm{d} t)_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)\right|$.
Using the conditions, higher-order derivatives can be estimated similarly. $f_{\epsilon}^{[n]}(0)=f_{\epsilon}^{[n+1]}(0)=f_{\epsilon}^{[n+2]}$ $(0)=\cdots=0$.
Finally, if $f_{\epsilon}^{[n]}(0)=0$, therefore, it follows that for each $\alpha>0$, all derivatives of ${ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)$ have moderate representations.

Definition 3.4. Let $\left(f_{\epsilon}(t)\right)_{\epsilon}$ be a representative of $\left.f t\right) \in \mathcal{G}\left(\mathbb{R}^{+}\right)$.
The regularized $\psi$-Caputo fractional derivative of $\left(f_{\epsilon}(t)\right)_{\epsilon}$, is given by

$$
n \in \mathbb{N}, \epsilon \in(0,1)
$$

where ${ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t)$ is provided by (3.1).
The convolution in (3.2) is $\left({ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t) * \varphi_{\epsilon}\right)(t)=\int_{0}^{\infty}{ }_{0}^{c} D_{\psi}^{\alpha} f_{\epsilon}(t) \varphi_{\epsilon}(t-s) \mathrm{d} s$.

## 4. Generalized $\psi$-cosine family

### 4.1. The notion

Let $(X,\|\cdot\|)$ denote a Banach space, and $\mathcal{L}(X)$ denote the space of all linear continuous mappings. Before we define the generalized $\psi$-cosine family, we will state that an application from $\mathcal{G} \longrightarrow \mathcal{G}$ must be linear.

Definition 4.1. Let $X$ be a locally convex space with a semi-norm familly $\left(q_{i}\right)_{i \in I}$.
We define $\mathcal{E}_{M}$ by the set of $\left(y_{\varepsilon}\right)_{\varepsilon} \subset X$ such that there exist $n \in \mathbb{N}$ and for all $i \in I \subset \mathbb{N}, q_{i}\left(y_{\varepsilon}\right)=$ $\mathcal{O}_{\epsilon \rightarrow 0}\left(\varepsilon^{-n}\right)$

And
$\mathcal{N}(X)$ by $\left(y_{\varepsilon}\right)_{\varepsilon} \subset X$ such that for all $m \in \mathbb{N}$ and for all $i \in I \subset \mathbb{N}, \quad q_{i}\left(y_{\varepsilon}\right)=\mathcal{O}_{\epsilon \rightarrow 0}\left(\varepsilon^{n}\right)$.

Then the Colombeau generalized function type by:

$$
\bar{X}=\mathcal{E}_{M}(X) / \mathcal{N}(X)
$$

Initially, using a provided family $\left(A_{\varepsilon}\right)_{\varepsilon \in[0,1]}$ of maps $A \varepsilon: X \longrightarrow X$ we want to see if we can define a $\operatorname{map} A: \bar{X} \longrightarrow \bar{X}, A_{\varepsilon} \in \mathcal{L}(X)$.

The next lemma expresses the basic requirement:
Lemma 4.1. Let $\left(A_{\epsilon}\right)_{\epsilon}$ represent a family of maps $A_{\epsilon}: X \longrightarrow X$.
For each $\left(x_{\epsilon}\right)_{\epsilon} \in \mathcal{E}_{M}(X)$ and $\left(y_{\epsilon}\right)_{\epsilon} \in \mathcal{N}(X)$, suppose that:

1) $\left(A_{\epsilon} x_{\epsilon}\right)_{\varepsilon} \in \mathcal{E}_{M}(X)$
2) $\left(A_{\epsilon}\left(x_{\epsilon}+y_{\epsilon}\right)\right)_{\epsilon}-\left(A_{\epsilon} x_{\epsilon}\right)_{\epsilon} \in \mathcal{N}(X)$

So

$$
A:\left\{\begin{array}{l}
\bar{X} \longrightarrow \bar{X} \\
x=\left[x_{\epsilon}\right] \longmapsto A x=\left[A_{\epsilon} x_{\epsilon}\right]
\end{array}\right.
$$

is clearly stated.
Proof. The first attribute reveals that the class $\left[\left(A_{\epsilon} x_{\epsilon}\right)_{\epsilon}\right] \in \bar{X}$.
Let $x_{\epsilon}+y_{\epsilon}$ should serve as another example of $x=\left[x_{\epsilon}\right]$, we have from the second property:

$$
\left(A_{\epsilon}\left(x_{\epsilon}+y_{\epsilon}\right)\right)_{\epsilon}-\left(A_{\epsilon} x_{\epsilon}\right)_{\epsilon} \in \mathcal{N}(X)
$$

and

$$
\left.\left[\left(A_{\epsilon}\left(x_{\epsilon}+y_{\epsilon}\right)\right)_{\epsilon}\right]=\left[\left(A_{\epsilon} x_{\epsilon}\right)\right)_{\epsilon}\right] \text { in } \bar{X}
$$

So $A$ is well defined.

We shall now introduce the idea of the generalized $\psi$-cosine family(Convolution-type cosine family).

## Definition 4.2.

$$
\begin{align*}
E_{M, \psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right):= & \left\{C_{\psi, \varepsilon}: \mathbb{R}^{+} \rightarrow \mathcal{L}(X), \varepsilon \in\right] 0,1[/ \forall T>0, \exists a \in \mathbb{R} \text { such that } \\
& \left.\sup _{t \in[0, T]}\left\|C_{\psi, \epsilon}(t)\right\|=\mathcal{O}\left(\varepsilon^{a}\right) \text { as } \varepsilon \rightarrow 0\right\}  \tag{4.1}\\
N_{\psi}\left(\mathbb{R}^{+}, \mathcal{C}(X)\right):= & \left\{N_{\varepsilon}:[0,+\infty[\rightarrow \mathcal{L}(X), \varepsilon \in] 0,1[/ \forall T>0, \forall b \in \mathbb{R} \text { such that }\right. \\
& \left.\sup _{t \in[0, T]}\left\|N_{\varepsilon}(t)\right\|=\mathcal{O}\left(\varepsilon^{b}\right) \text { as } \varepsilon \rightarrow 0\right\} \tag{4.2}
\end{align*}
$$

Proposition 4.3. $N_{\psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)$ is an ideal of $E_{M, \psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)$ and $E_{M, \psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)$ is an algebra with respect to composition.

Proof. Let $\left(S_{\psi, \epsilon}(t)\right)_{\epsilon} \in E_{M, \psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right),\left(N_{\epsilon}(t)\right)_{\epsilon} \in N_{\psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)$.
We shall solely establish the first argument, which is that:

$$
\left(S_{\psi, \varepsilon}(t) N_{\varepsilon}(t)\right)_{\varepsilon},\left(N_{\varepsilon}(t) S_{\psi, \varepsilon}(t)\right)_{\varepsilon} \in N_{\psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)
$$

where $S_{\psi, \varepsilon}(t) N_{\varepsilon}(t)$ denotes the composition.
Let $\epsilon \in] 0,1[$. By (3) and (4), $\exists a \in \mathbb{R}, \forall b \in \mathbb{R}$ such that:

$$
\left\|S_{\psi, \varepsilon}(t) N_{\varepsilon}(t)\right\| \leq\left\|S_{\psi, \varepsilon}(t)\right\|\left\|N_{\varepsilon}(t)\right\|=O\left(\epsilon^{a+b}\right) \quad \text { as } \quad \epsilon \rightarrow 0
$$

The same applies to :

$$
\left\|N_{\varepsilon}(t) S_{\psi, \varepsilon}(t)\right\| \leq\left\|N_{\varepsilon}(t)\right\|\left\|S_{\psi, \varepsilon}(t)\right\|=\mathcal{O}\left(\epsilon^{a+b}\right) \quad \text { as } \quad \epsilon \rightarrow 0
$$

Definition 4.4. The Colombenu type algebra define by:

$$
G\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)=E_{M, \psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right) / N_{\psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)
$$

Remark 4.5. Let $C_{\psi} \in G([0,+\infty[, \mathcal{L}(X))$.
We denoted by $C_{\psi}=\left[\left(C_{\psi, \varepsilon}\right)\right]$ with $C_{\psi, \varepsilon} \in E_{M, \psi}([0,+\infty[, \mathcal{L}(X))$.
Definition 4.6. $C_{\psi}=\left[\left(C_{\epsilon}\right)\right]$ with $C_{\epsilon} \in E_{M, \psi}\left(\mathbb{R}^{+}, \mathcal{L}(E)\right)$ say the generalized $\psi$-cosine family if: 1) $C_{\varepsilon}(0)=I$.
2) ${ }_{0}^{c} D_{\psi}^{\alpha} C_{\psi}=A C_{\psi}$
3) $C_{\varepsilon}(t) x$ is continuous in $t$ on $\mathbb{R}^{+}, x \in X$.

Definition 4.7. $C_{\psi}=\left[\left(C_{\psi, \epsilon}\right)\right]$ is say the generalized cosine family associated with $S_{\psi}=\left[\left(S_{\psi, \varepsilon}\right)\right]$ generalized sine family if $\forall \epsilon \in] 0,1[$, we have:

$$
S_{\psi, \varepsilon}(t)=\int_{0}^{t} C_{\psi, \varepsilon}(\tau) d \tau
$$

Proposition 4.8. $S=\left[\left(S_{\psi, \varepsilon} \in G\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)\right)\right]$
Proof. Let $C_{\psi}=\left[\left(C_{\psi, \epsilon}\right)\right]$ generalized cosine family and $t \in[0, T]$ we have:

$$
S_{\psi, \varepsilon}(t)=\int_{0}^{t} C_{\psi, \varepsilon}(\tau) d \tau
$$

Then,

$$
\sup _{t \in[0, T]}\left\|S_{\psi, \varepsilon}(t)\right\| \leq T \sup _{t \in[0, T]}\left\|C_{\psi, \varepsilon}(t)\right\|
$$

As

$$
C_{\psi, \varepsilon} \in E_{M, \psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right) \text { then } S_{\psi, \varepsilon} \in E_{M, \psi}\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)
$$

finally:

$$
S_{\psi}=\left[\left(S_{\psi, \varepsilon}\right)\right] \in G\left(\mathbb{R}^{+}, \mathcal{L}(X)\right)
$$

Proposition 4.9. Let $C_{\psi}=\left[\left(C_{\psi, \varepsilon}\right)\right]$, be a strongly continuous generalized cosine family with associated generalized sine family $S_{\psi}=\left[\left(S_{\psi, \varepsilon}\right)\right]$, we have:
(1) $S_{\psi, \varepsilon}(t) x$ is continuous in $t$ on $\mathbb{R}$ for each fixed $x \in X$
(2) there exist constants $M$ and $w \geq 0$ such that:

$$
\left|C_{\psi, \varepsilon}(t)\right| \leq M e^{w|t|}
$$

$$
\begin{equation*}
\left|S_{\psi, \varepsilon}(t)-S_{\psi, \varepsilon}\left(t^{\prime}\right)\right| \leq M\left|\int_{t^{\prime}}^{t} e^{w|s|} d s\right| \quad \forall t, t^{\prime} \in \mathbb{R}^{+} \tag{3}
\end{equation*}
$$

(4) $C_{\psi, \varepsilon}(s), S_{\psi, \varepsilon}(s), C_{\psi, \varepsilon}(t)$, and $S_{\psi, \varepsilon}(t)$ commute for all $s, t \in \mathbb{R}^{+}$.

Definition 4.10. Let $X_{2, \varepsilon}:=\left\{x \in X: t \longrightarrow{ }_{0}^{c} D_{\psi}^{\alpha} C_{\psi, \varepsilon}(t) x\right.$ is continuous in $\left.t \in \mathbb{R}^{+}\right\}$
We use the lemma 3 the infinitesimal generator of a strongly continuous generalized cosine family $C_{\psi}=\left[\left(C_{\psi, \varepsilon}\right)\right], t \in \mathbb{R}^{+}$, is the operator $A=\left[\left(A_{\varepsilon}\right)\right]$

$$
A_{\varepsilon} x={ }_{0}^{c} D_{\psi}^{\alpha} C_{\varepsilon}(0) x
$$

with:

$$
D\left(A_{\varepsilon}\right)=X_{2, \varepsilon}
$$

In the next paragraph, we will explain in detail the expression of each of $C_{\psi, \epsilon}$ and $S_{\psi, \epsilon}$.

### 4.2. The integral solution

Definition 4.11. [14] Define the Mittag-Leffler function by:

$$
E_{\alpha, \beta}(x)=\sum_{k=0}^{+\infty} \frac{x^{k}}{\Gamma(k \alpha+\beta)}
$$

Definition 4.12. Describe the Laplace transform of a function $g$ by

$$
\mathcal{L}(g(x))(s)=\int_{0}^{+\infty} e^{-s x} g(x) d x
$$

Proposition 4.13. Let $f$ and $g$ two functions, we have

$$
\mathcal{L}((f * g)(x))(s)=\mathcal{L}(f(x))(s) \mathcal{L}(g(x))(s) .
$$

Definition 4.14. [14]

1. The Gamma function is given by

$$
\Gamma(x)=\int_{0}^{+\infty} t^{x-1} e^{-t} d t, \forall x>0
$$

2. The $\mathbb{B}$ function is described by

$$
\forall x, y>0, \quad \mathbb{B}(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t
$$

Proposition 4.15. [14]

1. $\forall x, y \in \mathbb{R}_{+}^{*} \times \mathbb{R}_{+}^{*}, \mathbb{B}(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}$.
2. For all $x>0, \Gamma(x+1)=x \Gamma(x)$.

Definition 4.16. The Wright type function is represented by

$$
\begin{aligned}
\phi_{\alpha}(x) & =\sum_{n=0}^{\infty} \frac{(-x)^{n}}{n!\Gamma(-\alpha n+1-\alpha)} \\
& =\sum_{n=0}^{\infty} \frac{(-x)^{n} \Gamma(\alpha(n+1)) \sin (\pi(n+1) \alpha)}{n!}
\end{aligned}
$$

for $\alpha \in(0,1)$ and $x \in \mathbb{C}$.
Proposition 4.17. The Wright function $\phi_{\alpha}$ is a complete function with the following characteristics:
(i) $\int_{0}^{\infty} \phi_{\alpha}(\theta) \theta^{r} d \theta=\frac{\Gamma(1+r)}{\Gamma(1+\alpha r)} \quad$ for $r>-1$;
(ii) $\phi_{\alpha}(\theta) \geq 0$ for $\theta \geq 0$ and $\int_{0}^{\infty} \phi_{\alpha}(\theta) d \theta=1$
(iii) $\int_{0}^{\infty} \phi_{\alpha}(\theta) e^{-z \theta} d \theta=E_{\alpha}(-z), \quad z \in \mathbb{C}$;
(iv) $\alpha \int_{0}^{\infty} \theta \phi_{\alpha}(\theta) e^{-z \theta} d \theta=E_{\alpha, \alpha}(-z), \quad z \in \mathbb{C}$.

Definition 4.18. We proceed with the observed one-sided steady probability density in

$$
\rho_{\alpha}(\theta)=\frac{1}{\pi} \sum_{k=1}^{\infty}(-1)^{k-1} \theta^{-\alpha k-1} \frac{\Gamma(\alpha k+1)}{k!} \sin (k \pi \alpha), \quad \theta \in(0, \infty)
$$

And we have,

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda \theta} \rho_{\alpha}(\theta) d \theta=e^{-\lambda^{\alpha}}, \text { where } \alpha \in(0,1) \tag{4.3}
\end{equation*}
$$

Lemma 4.2. Let $f: \mathcal{C}(J, X) \rightarrow \mathcal{C}(J, X)$ be continuous.
The issue (1.1) is equal to the mild equation

$$
\begin{equation*}
u(t)=u_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(\psi(t)-\psi(s))^{1-\alpha}} \psi^{\prime}(s)(A u(s)+F(s, u(s)) d s, \quad t \in J \tag{4.4}
\end{equation*}
$$

With:
$u: D(A) \longrightarrow D(A)$ offered that the integral in 4.4 exists.
We will need the following lemma.
Lemma 4.3. For all $\alpha \in] n-1, n] \quad n \in \mathbb{N}$ and $s>0$, and let $\phi \in \mathcal{C}^{n}\left(\mathbb{R}^{+}\right)$be an increasing function with $\phi^{\prime}(t) \neq 0 \quad$ for all $t \in \mathbb{R}^{+}$. We have,

1) $s^{\alpha-1}\left(s^{\alpha}-A\right)^{-1}=\mathcal{L}\left(\int_{0}^{\infty} \rho_{\alpha}(\theta) T\left(\frac{(\phi(t)-\phi(0))^{\alpha}}{\theta^{\alpha}}\right) d \theta\right)(s)$,
2) $\left(s^{\alpha}-A\right)^{-1} X(s)=\mathcal{L}\left(\left(\int_{0}^{\tau} \int_{0}^{\infty} \alpha \rho_{\alpha}(\theta) \frac{(\phi(\tau)-\phi(s))^{\alpha-1}}{\theta^{\alpha}} T\left(\frac{(\phi(\tau)-\phi(s))^{\alpha}}{\theta^{\alpha}}\right)\right.\right.$
$\left.\left.u(s) \phi^{\prime}(s) d \theta d s\right)\right)(s)$.
With,
$X(s)=\int_{0}^{\infty} e^{-\lambda(\phi(s)-\phi(0))} u(s) \phi^{\prime}(s) d s$.
Proof. 1) For $s>0$,
$s^{\alpha-1}\left(s^{\alpha}-A\right)^{-1}=s^{\alpha-1} \int_{0}^{\infty} e^{-s^{\alpha}} T(\tau) d \tau=\alpha \int_{0}^{\infty}(s \hat{t})^{\alpha-1} e^{-(s \hat{t})^{\alpha}} T\left(\hat{t}^{\alpha}\right) d t$
Where $\{T\}_{t \geq 0}$ is $C_{0}$-semigroup defined by
$A x=\lim _{t \rightarrow 0^{+}} \frac{T(t) x-x}{x}$ and $\quad\left(\lambda^{\alpha} I-A\right)^{-1} x=\int_{0}^{\infty} \exp \left(-\lambda^{\alpha} t\right) T(t) x d t$
Putting $\hat{t}=\phi(t)-\phi(0)$, we have
$=\alpha \int_{0}^{\infty} s^{\alpha-1}(\phi(t)-\phi(0))^{\alpha-1} e^{-\left(s(\phi(t)-\phi(0))^{\alpha}\right.} \times T\left((\phi(t)-\phi(0))^{\alpha}\right) \psi^{\prime}(t) d t$
$=\int_{0}^{\infty}-\frac{1}{s} \frac{d}{d t}\left(e^{-(s(\phi(t)-\phi(0)))^{\alpha}}\right) T\left((\phi(t)-\phi(0))^{\alpha}\right) d t$.
Using (4), we get

$$
\begin{aligned}
& =\int_{0}^{\infty} \int_{0}^{\infty} \theta \rho_{\alpha}(\theta) e^{-s(\phi(t)-\phi(0))^{\theta}} T\left((\phi(t)-\phi(0))^{\alpha}\right) \psi^{\prime}(t) d \theta d t \\
& =\int_{0}^{\infty} e^{-s(\phi(t)-\phi(0))}\left(\int_{0}^{\infty} \rho_{\alpha}(\theta) T\left(\frac{(\phi(t)-\phi(0))^{\alpha}}{\theta^{\alpha}}\right) d \theta\right) \psi^{\prime}(t) d t \\
& =\mathcal{L}\left(\int_{0}^{\infty} \rho_{\alpha}(\theta) T\left(\frac{(\phi(t)-\phi(0))^{\alpha}}{\theta^{\alpha}}\right) d \theta\right)(s) .
\end{aligned}
$$

2) For $s>0$,

$$
\begin{aligned}
\left(s^{\alpha}-A\right)^{-1} X(s) & =\int_{0}^{\infty} e^{-s^{\alpha}} T(\tau) X(s) d \tau \\
& =\alpha \int_{0}^{\infty} \hat{\tau}^{\alpha-1} e^{-(s \tau))^{\alpha}} T\left(\hat{\tau}^{\alpha}\right) X(s) d \tau \\
& \text { Where }\{T\}_{t \geq 0} \quad \text { is } C_{0}-\text { semigroup defined by } \\
& A x=\lim _{t \longrightarrow 0^{+}} \frac{T(t) x-x}{x} \text { and } \\
& \left(\lambda^{\alpha} I-A\right)^{-1} x=\int_{0}^{\infty} \exp \left(-\lambda^{\alpha} t\right) T(t) x d t \\
& \text { Putting } \hat{t}=\phi(t)-\phi(0), \quad \text { we have } \\
& =\int_{0}^{\infty} \alpha(\phi(\tau)-\phi(0))^{\alpha-1} e^{-(s(\phi(\tau)-\phi(0)))^{\alpha}} \\
& \times T\left((\phi(\tau)-\phi(0))^{\alpha}\right) \phi^{\prime}(\tau) X(s) d \tau \\
= & \int_{0}^{\infty} \int_{0}^{\infty} \alpha(\phi(\tau)-\phi(0))^{\alpha-1} e^{-(s(\phi(\tau)-\phi(0)))^{\alpha}} \\
& T\left((\phi(\tau)-\phi(0))^{\alpha}\right) \times e^{-(\lambda(\phi(r)-\phi(0)))} u(r) \psi^{\prime}(r) \phi^{\prime}(\tau) d r d \tau
\end{aligned}
$$

Using (4), we get

$$
\begin{aligned}
& \quad=\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \alpha(\phi(\tau)-\phi(0))^{\alpha-1} \rho_{\alpha}(\theta) e^{-s(\phi(\tau)-\phi(0)) \theta^{\prime}} T\left((\phi(\tau)-\phi(0))^{\alpha}\right) \\
& \times e^{-s(\phi(r)-\phi(0))} u(r) \phi^{\prime}(r) \phi^{\prime}(\tau) d \theta d r d \tau \\
& \quad=\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \alpha e^{-s(\phi(\tau)+\phi(r)-2 \phi(0))} \frac{(\phi(\tau)-\phi(0))^{\alpha-1}}{\theta^{\alpha}} \rho_{\alpha}(\theta) \\
& \times T\left(\frac{(\phi(\tau)-\phi(0))^{\alpha}}{\theta^{\alpha}}\right) u(r) \phi^{\prime}(r) \phi^{\prime}(\tau) d \theta d r d \tau \\
& \quad=\int_{0}^{\infty} \int_{t}^{\infty} \int_{0}^{\infty} \alpha e^{-s(\phi(\tau)-\phi(0))} \rho_{\alpha}(\theta) \frac{(\phi(t)-\phi(0))^{\alpha-1}}{\theta^{\alpha}} T\left(\frac{(\phi(t)-\phi(0))^{\alpha}}{\theta^{\alpha}}\right) \\
& u\left(\phi^{-1}(\phi(\tau)-\phi(t)+\phi(0))\right) \\
& \phi^{\prime}(\tau) \phi^{\prime}(t) d \theta d \tau d t \\
& \quad=\int_{0}^{\infty} \int_{0}^{\tau} \int_{0}^{\infty} \alpha e^{-s(\phi(\tau)-\phi(0))} \rho_{\alpha}(\theta) \frac{(\phi(t)-\phi(0))^{\alpha-1}}{\theta^{\alpha}} T\left(\frac{(\phi(t)-\phi(0))^{\alpha}}{\theta^{\alpha}}\right) \\
& u\left(\phi^{-1}(\phi(\tau)-\phi(t)+\phi(0))\right) \phi^{\prime}(\tau) \\
& \phi^{\prime}(t) d \theta d t d \tau \\
& \quad=\int_{0}^{\infty} e^{-s(\phi(\tau)-\phi(0))}\left(\int_{0}^{\tau} \int_{0}^{\infty} \alpha \rho_{\alpha}(\theta) \frac{(\phi(\tau)-\phi(r))^{\alpha-1}}{\theta^{\alpha}} T\left(\frac{(\phi(\tau)-\phi(r))^{\alpha}}{\theta^{\alpha}}\right)\right. \\
& \left.u(r) \phi^{\prime}(r) d \theta d r\right) \times \phi^{\prime}(\tau) d \tau .
\end{aligned}
$$

$$
=\mathcal{L}\left(\left(\int_{0}^{\tau} \int_{0}^{\infty} \alpha \rho_{\alpha}(\theta) \frac{(\phi(\tau)-\phi(r))^{\alpha-1}}{\theta^{\alpha}} T\left(\frac{(\phi(\tau)-\phi(r))^{\alpha}}{\theta^{\alpha}}\right)\right.\right.
$$

$\left.\left.u(r) \phi^{\prime}(r) d \theta d r\right)\right)(s)$

Proposition 4.19. If

$$
u(t)=u_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)(A u(s)+F(s, u(s)) d s
$$

holds, then we have

$$
u(t)=E(t) u_{0}+\alpha \int_{0}^{t} E(t)(\psi(t)-\psi(s))^{\alpha-1} \theta^{-\alpha} F(s, u(s)) \psi^{\prime}(s) d s
$$

With,
$E(t)=\int_{0}^{\infty} \phi_{a}(\theta) T\left((\psi(t)-\psi(0))^{\alpha} \theta^{-\alpha}\right) d \theta$
Proof. Since $u(t)=u_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(\psi(t)-\psi(s))^{1-\alpha}} \psi^{\prime}(s)(A u(s)+F(s, u(s))) d s$, using the Laplace transform, we obtain

$$
\begin{aligned}
& \mathcal{L}(u(t))(s)=\mathcal{L}\left(u_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(\psi(t)-\psi(\tau))^{1-\alpha}} \psi^{\prime}(\tau)(A u(s)+F(s, u(s))) d \tau\right)(s) \\
& \quad=\mathcal{L}\left(u_{0}\right)(s)+\mathcal{L}\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(\psi(t)-\psi(\tau))^{1-\alpha}} \psi^{\prime}(\tau)(A u(s)+F(s, u(s))) d \tau\right)(s) \\
& \quad=\frac{u_{0}}{s}+\mathcal{L}\left(\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{1}{(\psi(t)-\psi(\tau))^{1-\alpha}} \psi^{\prime}(\tau)(A u(s)+F(s, u(s))) d \tau\right)(s) \\
& \quad=\frac{u_{0}}{s}+\frac{1}{s^{\alpha}} A \int_{0}^{\infty} e^{-\lambda(\psi(s)-\psi(0))} u(s) \psi^{\prime}(s) d s+\frac{1}{s^{\alpha}} A \int_{0}^{\infty} e^{-\lambda(\psi(s)-\psi(0))} F(s, u(s)) \psi^{\prime}(s) d s
\end{aligned}
$$

We can deduce
$\mathcal{L}(u(t))(s)=s^{\alpha-1}\left(s^{\alpha}-A\right)^{-1} u_{0}+\left(s^{\alpha}-A\right)^{-1} X(s)$.
Now, use the lemma 4.3, then
$\mathcal{L}(u(t))(s)=\mathcal{L}\left(\int_{0}^{\infty} \rho_{\alpha}(\theta) T\left(\frac{(\psi(t)-\psi(0))^{\alpha}}{\theta^{\alpha}}\right) d \theta\right)(s) u_{0}+$
$\mathcal{L}\left(\left(\int_{0}^{\tau} \int_{0}^{\infty} \alpha \rho_{\alpha}(\theta) \frac{(\psi(\tau)-\psi(s))^{\alpha-1}}{\theta^{\alpha}} T\left(\frac{(\psi(\tau)-\psi(s))^{\alpha}}{\theta^{\alpha}}\right)\right.\right.$
$\left.\left.F(s, u(s)) \psi^{\prime}(s) d \theta d s\right)\right)(s)$
We can now invert the Laplace transform to obtain the result.
$\forall x \in X$, characterize operators $S_{\psi, \alpha}(t, s)$ and $T_{\psi, \alpha}(t, s)$ by

$$
S_{\psi, \alpha}(t, s) x=\int_{0}^{\infty} \phi_{\alpha}(\theta) T\left((\psi(t)-\psi(s))^{\alpha} \theta\right) u d \theta
$$

And

$$
T_{\psi, \alpha}(t, s) x=\alpha \int_{0}^{\infty} \theta \phi_{a}(\theta) T\left((\psi(t)-\psi(s))^{\alpha} \theta\right) u d \theta
$$

for $0 \leq s \leq t \leq T$.
Lemma 4.4. $S_{\psi, \alpha}$ and $T_{\psi, \alpha}$ provide the following characteristics :
(i) The operators $S_{\psi, \alpha}(t, s)$ and $T_{\psi, \alpha}(t, s)$ are strongly continuous for all $t \geq s \geq 0$, that is, for every $x \in X$ and $0 \leq s \leq t_{1}<t_{2} \leq T$ we have

$$
\mid S_{\psi, \alpha}\left(t_{2}, s\right) x-S_{\psi, \alpha}\left(t_{1}, s\right) x \| \rightarrow 0 \text { and } \mid T_{\psi, \alpha}\left(t_{2}, s\right) x-T_{\psi, \alpha}\left(t_{1}, s\right) x \| \rightarrow 0
$$

as $t_{1} \rightarrow t_{2}$.
(ii) For any fixed $t \geq s \geq 0, S_{\psi, \alpha}(t, s)$ and $T_{\psi, \alpha}(t, s)$ are bounded linear operators with

$$
\mid S_{\psi, \alpha}(t, s)(x)\|\leq M\| x \| \text { and }\left\|T_{\psi, \alpha}(t, s)(x)\right\| \leq \frac{\alpha M}{\Gamma(1+\alpha)}\|x\|=\frac{M}{\Gamma(\alpha)}\|x\|
$$

for all $x \in X$.

## 5. Existence and Uniqueness of the Solution in colombeau algebra $\mathcal{G}$

In this section consider the following problem:

$$
\left\{\begin{array}{l}
{ }_{0}^{c} D_{\psi}^{\alpha} u(x, t)+A u(x, t)=F(t, u(x, t)), \quad t \in[0, T]  \tag{5.1}\\
u(0, x)=a_{0}(x)
\end{array}\right.
$$

with $a_{0}(x) \in D^{\prime}\left(\mathbb{R}^{n}\right)$.
Now we will transform the problem in the Colombeau algebra by using section 2 , we have:

$$
\left\{\begin{array}{l}
{ }_{0}^{c} D_{\psi}^{\alpha} u_{\varepsilon}(t, x)+A_{\varepsilon} u_{\varepsilon}(t, x)=F_{\varepsilon}\left(t, u_{\varepsilon}(t, x)\right) \quad x \in \mathbb{R}^{n}, \quad t \geq 0 \\
\quad u_{\varepsilon}(0, x)=a_{0, \varepsilon}(x)
\end{array}\right.
$$

with $a_{0, \varepsilon}(x)$ is the regularizetion of $a_{0}(x)$, and as stated definition (4.6) $A=\left[\left(A_{\varepsilon}\right)\right]$ is the infinitesimal generator of generalized $\psi$-cosine family $C_{\psi}=\left[\left(C_{\psi, \varepsilon}\right)\right]$.

Definition 5.1. Let $f \in \mathcal{G}\left[\mathbb{R}^{n}\right]$, $f$ is said $L^{\infty}$ logarithmic type if it has a representative $\left(f_{\varepsilon}\right)_{\varepsilon} \in \mathcal{E}_{M}\left[\mathbb{R}^{n}\right]$ such that

$$
\left\|f_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}=\mathcal{O}(\log (\varepsilon)) \quad \text { as } \quad \varepsilon \rightarrow 0
$$

Theorem 5.2. Let $\nabla F_{\varepsilon}$ is $L^{\infty}$ log-type and the generalized operators $S_{\psi, \alpha}$ and $T_{\psi, \alpha}$ verify the Lemma (4.4). Then the problem (5.1) has a unique solution in $\mathcal{G}\left(\mathbb{R}^{+} \times \mathbb{R}^{n}\right)$.

## Proof. Existence results

The integral solution of the problem (4.3) is:

$$
\begin{aligned}
& u_{\varepsilon}(t)=\int_{0}^{\infty} \phi_{\varepsilon, a}(\theta) T\left(\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(0)\right)^{\alpha} \theta\right) u_{\varepsilon, 0} d \theta \\
& +\alpha \int_{0}^{t} \int_{0}^{\infty} \phi_{\varepsilon, a}(\theta)\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1} T\left(\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(0)\right)^{\alpha} \theta\right) f_{\varepsilon}\left(s, u_{\varepsilon}(s)\right) \psi_{\varepsilon}^{\prime}(s) d \theta d s \\
& =S_{\psi, \alpha \epsilon}(t, s) u_{\varepsilon, 0}+\int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1} T_{\psi, \alpha \epsilon}(t, s) f_{\varepsilon}\left(s, u_{\varepsilon}(s)\right) \psi_{\varepsilon}^{\prime} d s
\end{aligned}
$$

Which implies that:

$$
\begin{aligned}
& \left\|u_{\varepsilon}(t, .)\right\| \leq\left\|S_{\psi, \alpha \epsilon}(t, 0) u_{\varepsilon, 0}\right\|+\int_{0}^{t}\left\|\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1} T_{\psi, \alpha \epsilon}^{\alpha}(t, s) f_{\varepsilon}\left(s, u_{\varepsilon}(s)\right) \psi_{\varepsilon}^{\prime}(s)\right\| d s \\
& \leq M\left\|u_{\varepsilon, 0}\right\|+\int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|T_{\psi, \varepsilon}^{\alpha}(t, s) f_{\varepsilon}\left(s, u_{\varepsilon}(s)\right)\right\| \psi_{\varepsilon}^{\prime}(s) d s \\
& \leq M\left\|u_{\varepsilon, 0}\right\|+\frac{M}{\Gamma(\alpha)} \int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|f_{\varepsilon}\left(s, u_{\varepsilon}(s)\right)\right\| \psi_{\varepsilon}^{\prime}(s) d s
\end{aligned}
$$

The first approximation of $F_{\varepsilon}$ :

$$
F_{\varepsilon}\left(s, u_{\varepsilon}(s, .)\right)=F_{\varepsilon}(s, 0)+\nabla F_{\varepsilon} u_{\varepsilon}(s, .)+N_{\varepsilon}(s)
$$

with $N_{\varepsilon} \in \mathcal{N}\left(\mathbb{R}^{+}\right)$
Then

$$
\begin{aligned}
& \left\|u_{\varepsilon}(t, .)\right\| \leq M\left\|u_{\varepsilon, 0}\right\|+\frac{M}{\Gamma(\alpha)} \int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|F_{\varepsilon}(s, 0)\right\| \psi_{\varepsilon}^{\prime}(s) d s \\
& +\frac{M}{\Gamma(\alpha)}\left\|\nabla F_{\varepsilon}\right\| \int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|u_{\varepsilon}(s, .)\right\| \psi_{\varepsilon}^{\prime}(s) d s \\
& +\frac{M}{\Gamma(\alpha)} \int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|N_{\varepsilon}\right\| \psi_{\varepsilon}^{\prime}(s) d s .
\end{aligned}
$$

We get

$$
\begin{aligned}
& \left\|u_{\varepsilon}(t, .)\right\| \leq M\left\|u_{\varepsilon, 0}\right\|+\frac{M}{\Gamma(\alpha+1)}\left\|F_{\varepsilon}(s, 0)\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha} \\
& +\frac{M}{\Gamma(\alpha)}\left\|\nabla F_{\varepsilon}\right\| \int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|u_{\varepsilon}(s, .)\right\| \psi_{\varepsilon}^{\prime}(s) d s+\frac{M}{\Gamma(\alpha)}\left\|N_{\varepsilon}\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha}
\end{aligned}
$$

So,

$$
\begin{aligned}
& \left\|u_{\varepsilon}(t, .)\right\| \leq M\left\|u_{\varepsilon, 0}\right\|+\frac{M}{\Gamma(\alpha+1)}\left\|F_{\varepsilon}(s, 0)\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha} \\
& +\frac{M}{\Gamma(\alpha+1)}\left\|N_{\varepsilon}\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha} \\
& +\frac{M}{\Gamma(\alpha)}\left\|\nabla F_{\varepsilon}\right\| \int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|u_{\varepsilon}(s, .)\right\| \psi_{\varepsilon}^{\prime}(s) d s
\end{aligned}
$$

By the Granwall's inequality

$$
\begin{aligned}
\left\|u_{\varepsilon}(t, .)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} & \leq\left(M\left\|a_{\varepsilon, 0}\right\|+\frac{M}{\Gamma(\alpha+1)}\left\|F_{\varepsilon}(s, 0)\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha}\right. \\
& \left.+\frac{M}{\Gamma(\alpha+1)}\left\|N_{\varepsilon}\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha}\right) \\
& \times \exp \left(\frac{M}{\Gamma(\alpha+1)}\left\|\nabla F_{\varepsilon}\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha}\right)
\end{aligned}
$$

Since $\psi_{\varepsilon} \in G\left(\mathbb{R}^{+}\right), \quad a_{0} \in \mathcal{G}\left(\mathbb{R}^{n}\right)\left(N_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}\left(\mathbb{R}^{+}\right)$and $\nabla F$ is $L^{\infty}-\log$ type there exist $K \in \mathbb{N}$ such that

$$
\sup _{t \in[0, T]}\left\|u_{\varepsilon}(t, .)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}=\mathcal{O}\left(\varepsilon^{-K}\right), \quad \varepsilon \rightarrow 0
$$

## Uniqueness.

Let's say there are two solutions $u_{1, \epsilon}(t,),. u_{2, \epsilon}(t,$.$) to problem (5.1), consequently :$

$$
\begin{cases}{ }_{0}^{c} D_{\psi}^{\alpha} u_{1, \epsilon}(t, x)+A_{\epsilon} u_{1, \epsilon}(t, x)-{ }_{0}^{c} D_{\psi}^{\alpha} u_{2, \epsilon} & (t, x)-A_{\epsilon} u_{2, \epsilon}(t, x)  \tag{5.2}\\ & =F_{\epsilon}\left(t, u_{1, \epsilon}(t, x)\right)-F_{\epsilon}\left(t, u_{2, \epsilon}(t, x)\right) \\ & x \in \mathbb{R}^{n}, \quad t \geq 0 \\ u_{1, \epsilon}(0, x)-u_{2, \epsilon}(0, x)=N_{0, \epsilon}(x) & \end{cases}
$$

Then:

$$
\left\{\begin{align*}
{ }_{0}^{c} D_{\psi}^{\alpha}\left(u_{1, \epsilon}(t, x)-u_{2, \epsilon}(t, x)\right)+A_{\epsilon}\left(u_{1, \epsilon}(t, x)-u_{2, \epsilon}(t, x)\right) & =F_{\epsilon}\left(t, u_{1, \epsilon}(t, x)\right)  \tag{5.3}\\
& -F_{\epsilon}\left(t, u_{2, \epsilon}(t, x)\right) \\
x & \in \mathbb{R}^{n}, \quad t \geq 0
\end{align*}\right.
$$

With $\left(N_{0, \varepsilon}\right)_{\varepsilon} \in \mathcal{N}\left(\mathbb{R}^{+}\right)$.
The integral solution of the equation (5.3) is:

$$
\begin{aligned}
u_{\varepsilon}(t)= & \int_{0}^{\infty} \phi_{\varepsilon, a}(\theta) T\left(\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(0)\right)^{\alpha} \theta\right) N_{0, \epsilon}(x) d \theta \\
& +\alpha \int_{0}^{t} \int_{0}^{\infty} \phi_{\varepsilon, a}(\theta)\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1} T\left(\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(0)\right)^{\alpha} \theta\right) \\
& \times\left(f_{\varepsilon}\left(s, u_{1, \varepsilon}(s)\right)-f_{\varepsilon}\left(s, u_{2, \varepsilon}(s)\right)\right) \psi_{\varepsilon}^{\prime}(s) d \theta d s \\
& =S_{\psi, \alpha \epsilon}(t, s) N_{0, \epsilon}(x)+\int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1} T_{\psi, \alpha \epsilon}(t, s) \\
& \times\left(f_{\varepsilon}\left(s, u_{1, \varepsilon}(s)\right)-f_{\varepsilon}\left(s, u_{2, \varepsilon}(s)\right)\right) \psi_{\varepsilon}^{\prime} d s
\end{aligned}
$$

Then

$$
\begin{aligned}
& \left\|u_{1, \varepsilon}(t, .)-u_{2, \varepsilon}(t, .)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq\left\|S_{\psi, \alpha \epsilon}(t, 0) N_{0, \varepsilon}(.)\right\| \\
& +\int_{0}^{t}\left\|\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1} T_{\psi, \alpha \epsilon}(t, s)\left(f_{\varepsilon}\left(s, u_{1, \varepsilon}(s)\right)-f_{\varepsilon}\left(s, u_{2, \varepsilon}(s)\right)\right) \psi_{\varepsilon}^{\prime}(s)\right\| d s \\
& \leq M\left\|N_{0, \varepsilon}(.)\right\|+\int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|T_{\psi, \alpha \epsilon}(t, s)\left(f_{\varepsilon}\left(s, u_{1, \varepsilon}(s)\right)-f_{\varepsilon}\left(s, u_{2, \varepsilon}(s)\right)\right)\right\| \\
& \times \psi_{\varepsilon}^{\prime}(s) d s \\
& \leq M\left\|N_{0, \varepsilon}(.)\right\|+\frac{M}{\Gamma(\alpha)} \int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|\left(f_{\varepsilon}\left(s, u_{1, \varepsilon}(s)\right)-f_{\varepsilon}\left(s, u_{2, \varepsilon}(s)\right)\right)\right\| \\
& \times \psi_{\varepsilon}^{\prime}(s) d s
\end{aligned}
$$

The initial estimate of $F_{\varepsilon}\left(s, u_{1, \varepsilon}(s,).\right)-F_{\varepsilon}\left(s, u_{2, \varepsilon}(s,).\right)$ is provided by

$$
F_{\varepsilon}\left(s, u_{1, \epsilon}(s, .)\right)-F_{\varepsilon}\left(s, u_{2, \epsilon}(s, .)\right)=\left\|\nabla F_{\varepsilon}\right\|\left(u_{1, \epsilon}(s, .)-u_{2, \epsilon}(s, .)\right)+N_{\varepsilon}(s),
$$

With $\left(N_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}\left(\mathbb{R}^{+}\right)$.
so

$$
\begin{aligned}
& \left\|u_{1, \varepsilon}(t, .)-u_{2, \varepsilon}(t, .)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq M\left\|N_{0, \varepsilon}(.)\right\| \\
& +\frac{M}{\Gamma(\alpha)} \int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|\left(\left\|\nabla F_{\varepsilon}\right\|\left(u_{1, \epsilon}(s, .)-u_{2, \epsilon}(s, .)\right)+N_{\varepsilon}(s)\right)\right\| \psi_{\varepsilon}^{\prime}(s) d s \\
& \leq M\left\|N_{0, \varepsilon}(.)\right\|+\frac{M}{\Gamma(\alpha+1)}\left\|N_{\varepsilon}(s)\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha}+ \\
& \frac{M}{\Gamma(\alpha)} \int_{0}^{t}\left(\psi_{\varepsilon}(t)-\psi_{\varepsilon}(s)\right)^{\alpha-1}\left\|\nabla F_{\varepsilon}\right\|\left(u_{1, \epsilon}(s, .)-u_{2, \epsilon}(s, .)\right) \psi_{\varepsilon}^{\prime}(s) d s
\end{aligned}
$$

Using the Granwall's inequality:

$$
\begin{aligned}
\left\|u_{1, \varepsilon}(t, .)-u_{2, \varepsilon}(t, .)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} & \leq\left(M\left\|N_{0, \varepsilon}(.)\right\|+\frac{M}{\Gamma(\alpha+1)}\left\|N_{\varepsilon}(s)\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha}\right) \\
& \times \exp \left(\frac{M}{\Gamma(\alpha+1)}\left\|\nabla F_{\varepsilon}\right\|\left(\psi_{\varepsilon}(T)-\psi_{\varepsilon}(0)\right)^{\alpha}\right)
\end{aligned}
$$

Since
$\psi_{\varepsilon} \in G\left(\mathbb{R}^{+}\right), \quad\left(N_{0, \varepsilon}\right)_{\varepsilon} \in \mathcal{N}\left(\mathbb{R}^{+}\right), \quad\left(N_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}\left(\mathbb{R}^{+}\right)$and $\nabla F$ is $L^{\infty}$ - logtype and for every $q \in \mathbb{N}$ such that:

$$
\sup _{t \in[0, T]}\left\|u_{1, \epsilon}(t, .)-u_{2, \epsilon}(t, .)\right\|_{L^{\infty}}=\mathcal{O}\left(\varepsilon^{q}\right) \quad \varepsilon \rightarrow 0
$$
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