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#### Abstract

In this paper, we intend to prove that the modulus $\mathcal{A}$-lacunary statistical convergence of fractional difference double sequences and modulus lacunary fractional matrix of four-dimensions taken over the space of modulus $\mathcal{A}$-lacunary fractional difference uniformly integrable real sequences are equivalent. We represent another version of the Brudno-Mazur Orlicz bounded consistency theorem by using modulus function, lacunary sequence, and fractional difference operator. We show that the four-dimensional $R H-$ regular matrices $\mathcal{A}$ and $\mathcal{B}$ are modulus lacunary fractional difference consistent over the multipliers space of modulus fractional difference $\mathcal{A}$-summable sequences and an algebra $Z$.
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## 1. Introduction

In [8] Dutta and Baliarsingh introduced fractional difference operators $\Delta^{\alpha}, \Delta^{(\alpha)}, \Delta^{-\alpha}, \Delta^{(-\alpha)}$ and discussed some topological results concerning the spaces thus formed. Baliarsingh et al. [3] studied approximation theorems and statistical convergence in fractional difference sequence spaces. Recently, Choudhary and Raj [7] investigated some interesting results on fractional difference double sequence space. The set $\mathbb{N}=\{1,2,3, \cdots\}$, and $\mathbb{N}^{2}=\mathbb{N} \times \mathbb{N}$. Let $\ell_{\infty}^{2}$ denotes the space of bounded double sequences. The fractional difference operator $\Delta^{(\alpha)}$ for a positive proper fraction $\alpha$ on a single sequence is defined as

$$
\Delta^{(\alpha)}\left(x_{i}\right)=\sum_{m=0}^{\infty}(-1)^{m} \frac{\Gamma(\alpha+1)}{m!\Gamma(\alpha-m+1)} x_{i-m},
$$

where $\Gamma(\alpha)$ denotes generalized factorial function. The double difference operator of fractional order $\alpha$ is defined as

$$
\Delta_{2}^{(\alpha)}\left(x_{i, j}\right)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty}(-1)^{m+n} \frac{\Gamma(\alpha+1)^{2}}{m!n!\Gamma(\alpha-m+1) \Gamma(\alpha-n+1)} x_{i-m, j-n}
$$

The above-defined infinite series can be reduced to finite series if $\alpha$ is a positive integer (see [4]). The generalized version of difference operator was studied by Kadak [30]. For more details on fractional difference operator see ([2], [11] and [35]).
In operator, spectral, and matrix theories, the investigation of sequence spaces performs an effectual role. As a matter of fact, the theory of difference sequence spaces plays an important role in enveloping the classical theory of fractional calculus and numerical analysis. The theory of fractional calculus deals with the examination of derivatives and integrations of a function with arbitrary orders. The application of fractional derivatives becomes more apparent in modeling mechanical and electrical properties of real

[^0]materials as well as in the description of rheological properties of rocks and in numerous different fields. More investigations on fractional calculus and its several applications to real-world problems including ordinary and partial differential equations in applied mathematics and fluid mechanics. Specifically, the theory of fractional derivatives has been broadly utilised in the study of fractal theory, the theory of control of dynamic systems, the theory of visco-elasticity, electrochemistry, diffusion processes etc. The concept of modulus function was introduced by Nakano [20]. For definition and results one can see in ( [1], [26], [28]). The space of lacunary strongly convergent sequence was defined by Freedman et al. [9] as follows:
$$
N_{\theta}=\left\{x=\left(x_{i}\right): \lim _{r \rightarrow \infty} \frac{1}{h_{r}} \sum_{i \in I_{r}}\left|x_{i}-L\right|=0, \text { for some } L\right\}
$$

To know more about lacunary sequence spaces one can refer to ([18], [24], [25], [32], [33]). Móricz [17] extended convergent and null single sequence spaces to double sequence spaces. Taş and Orhan [31] gave the characterization of $q$-Cesaro convergence for double sequences. In [22] Orhan gave some inequalities between functionals on bounded sequences.

Let $\mathcal{A}=\left(a_{k l i j}\right)$ be an infinite four-dimensional matrix of real or complex numbers $a_{k l i j}$, where $i, j, k, l \in$ $\mathbb{N}$. The $\mathcal{A}$ transform of $x=\left(x_{i j}\right)$ is written as $\mathcal{A} x$ and $\mathcal{A} x=\left\{(\mathcal{A} x)_{k l}\right\}$ defined by $(\mathcal{A} x)_{k l}=\sum_{i, j} a_{k l i j} x_{i j}$ converges for each $k, l \in \mathbb{N}$. A four-dimensional matrix $\mathcal{A}=\left(a_{k l i j}\right)$ is said to be $R H$-regular or bounded regular (see [10], [27]) if it maps every bounded $P$-convergent sequence into a $P$-convergent sequence with the same $P$-limit. The Robinson-Hamilton conditions state that the four-dimensional matrix $\mathcal{A}=\left(a_{k l i j}\right)$ is $R H$-regular if and only if
$\left(\mathrm{RH}_{1}\right) P-\lim _{k, l} a_{k l i j}=0$ for each $(i, j) \in \mathbb{N}^{2}$,
$\left(\mathrm{RH}_{2}\right) P-\lim _{k, l} \sum_{i, j \in \mathbb{N}^{2}} a_{k l i j}=1$,
$\left(\mathrm{RH}_{3}\right) P-\lim _{k, l} \sum_{j}\left|a_{k l i j}\right|=1$ for each $i$,
$\left(\mathrm{RH}_{4}\right) P-\lim _{k, l} \sum_{i}\left|a_{k l i j}\right|=1$ for each $j$,
$\left(\mathrm{RH}_{5}\right) \sum_{(i, j) \in \mathbb{N}^{2}}\left|a_{k l i j}\right|$ is $P$-convergent $\forall k, l$,
$\left(\mathrm{RH}_{6}\right)$ there exist finite positive integers $r$ and $s$ such that $\sum_{i, j>s}\left|a_{k l i j}\right|<r$ holds for every $(k, l) \in \mathbb{N}^{2}$.
A four dimensional matrix $\mathcal{A}=\left(a_{k l i j}\right)$ is said to be inner finite matrix, if there exist $P(k, l)$ and $S(k, l)$ such that $a_{k l i j}=0$ whenever $i>P(k, l)$ or $j>S(k, l)$. A four-dimensional matrix $\mathcal{A}$ is said to be innerrectangular if $P(k, l)=k$ and $S(k, l)=l$. For an inner rectangular matrix $\mathcal{A}=\left(a_{k l i j}\right)$, the inner matrix $\left[\mathcal{A}(k, l)_{i, j}\right]$ can be represented as follows:

$$
\left[\mathcal{A}(k, l)_{i, j}\right]=\left(\begin{array}{ccccccc}
a_{k l 11} & a_{k l 12} & \cdots & a_{k l 1 l} & 0 & 0 & \cdots \\
a_{k l 21} & a_{k l 22} & \ddots & a_{k l 2 l} & 0 & 0 & \cdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
a_{k l k 1} & a_{k l k 2} & \cdots & a_{k l k l} & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right)
$$

For $\left[\mathcal{A}(k, l)_{i, j}\right]=\left(a_{k l i j}\right)$ an inner-rectangular matrix, $\left[\mathcal{A}(k, l)_{i, j}\right]^{(n)}$ represents the matrix in which exactly $n$-terms of the first $k l$-terms are zero.

In 1945, Brudno [6] stated that if $\mathcal{A}$ and $\mathcal{B}$ are regular summability matrix methods such that every bounded sequence summed by $\mathcal{A}$ is also summed by $\mathcal{B}$, then it is summed by $\mathcal{B}$ to the same value as $\mathcal{A}$. Mohiuddine [19] studied statistical weighted version of $A$-summability. Initiated by Mazur and Orlicz [13], several mathematicians obtained the variant of Brudno theorem ([5], [14], [29]). In [23] Patterson obtained multidimensional analog of Brudno theorem for double sequences using four-dimensional matrix method to give accessible proof of this theorem. Khan and Orhan [12] showed another version of the Brudno-Mazur-Orlicz theorem by characterizing the set of multipliers of $\mathcal{A}$, over an algebra. Moreover, Miller and Miller Van-Wieren [16] presented the matrix characterizations of statistical convergence of double sequences. In [21] Orhan and Ünver gave Brudno-Mazur Orlicz bounded consistency theorem. Inspired essentially by the above mentioned study, we represent another version of the Brudno-Mazur Orlicz bounded consistency theorem by using modulus function, lacunary sequence, and fractional difference operator. We show that the four-dimensional $R H$ - regular matrices $\mathcal{A}$ and $\mathcal{B}$ are modulus lacunary fractional difference consistent over the multipliers space of modulus fractional difference $\mathcal{A}$-summable sequences and an algebra $Z$. We obtain certain matrix characterization of modulus $\mathcal{A}$-lacunary statistical convergence of fractional difference double sequences and uniformly integrable real sequences.

Now we give certain new definitions and notions that are used in this paper.
Definition 1.1. A double sequence $x=\left(x_{i j}\right)$ is said to be modulus lacunary fractional difference $\mathcal{A}$-summable if

$$
P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j}=L
$$

and the modulus lacunary fractional difference $\mathcal{A}$-summable limit of $x=\left(x_{i j}\right)$ is denoted by $\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)$ and is defined as follows:

$$
\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j}
$$

By $\mathcal{C}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$ we denote the space of modulus lacunary fractional difference $\mathcal{A}$-summable sequences.
Definition 1.2. Let $\mathcal{F}=\left(f_{i j}\right)$ be a double sequence of modulus functions and $\mathcal{A}=\left(a_{k l i j}\right)$ be a nonnegative $R H$-regular summability matrix. The space of modulus lacunary fractional difference $\mathcal{A}-$ bounded double sequences is denoted by $\mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$ and is defined as follows:

$$
\mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}=\left\{\left(x_{i j}\right): \sup _{k, l \geq G} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\left|a_{k l i j}\right|<\infty, \text { for some } G>0\right\}
$$

Definition 1.3. A double sequence $x=\left(x_{i j}\right)$ is said to be modulus $\mathcal{A}$-lacunary statistically fractional difference convergent to $L$, if for any $\epsilon>0$,

$$
P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}-L\right| \geq \epsilon} a_{k l i j}=0
$$

$B y \mathcal{S}_{\theta, \mathcal{A}}^{2, \mathcal{F}, \Delta_{2}^{(\alpha)}}$, we denote the set of modulus $\mathcal{A}$-lacunary statistically fractional difference convergent sequences and is defined as follows:

$$
\mathcal{S}_{\theta, \mathcal{A}}^{2, \mathcal{F}, \Delta_{2}^{(\alpha)}}=\left\{\left(x_{i j}\right): \lim _{r, s \rightarrow \infty} \frac{1}{h_{r, s}}\left|\left\{(i, j) \in I_{r, s}:\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|-L\right) a_{k l i j}\right|<\epsilon\right\}\right|=0\right\} .
$$

Proposition 1.4. ([15]) Let $\mathcal{A}=\left(a_{k l i j}\right)$ be a non-negative inner rectangular matrix of four-dimensions such that

$$
\sum_{i, j} a_{k l i j}=1, \text { for all } k, l .
$$

If $\mathcal{A}$-statistical sequence $x=\left(x_{i j}\right)$ converges to $L$, then there will be a $K \subset \mathbb{N}^{2}$ such that

$$
\delta_{\mathcal{A}}^{(2)}(K)=P-\lim _{k, l} \sum_{i, j \in K} a_{k l i j}=0
$$

and $P-\lim _{(i, j) \in K^{c}} x_{i j}=L$.
Definition 1.5. A sequence $x=\left(x_{i j}\right)$ is called modulus $\mathcal{A}$-lacunary strongly fractional difference converging to $L$, if

$$
P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}-L\right|\right)\right| a_{k l i j}=0 .
$$

Definition 1.6. A sequence $x=\left(x_{i j}\right)$ is said to be modulus $\mathcal{A}$-lacunary fractional difference uniformly integrable if for $\epsilon>0$, there exist $Q=Q(\epsilon)$ and $t=t(\epsilon)$, such that for all $q>t$

$$
\sup _{k, l>Q} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}:\left|\Delta_{2}^{(\alpha)} x_{i j}\right|>q}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|<\epsilon .
$$

By $\mathcal{V}_{\theta, \mathcal{A}}^{\mp, \Delta_{2}^{(\alpha)}}$, we denote the space of modulus $\mathcal{A}$-lacunary fractional difference uniformly integrable real sequences.
A sequence $x=\left(x_{i j}\right)$ is said to be $\mathcal{A}$-strongly summable if it is Pringsheim $\mathcal{A}$-uniformly integrable and $\mathcal{A}$-statistically convergent(see [34]).
Let $X$ and $Y$ be two double sequence spaces and $Z$ be a sequence space and an algebra that is for all $\left(x_{i j}\right),\left(y_{i j}\right) \in Z,\left(x_{i j} y_{i j}\right)=\left(z_{i j}\right) \in Z$. The set

$$
M_{Z}^{2}(X, Y)=\{x \in Z: \text { for each } y \in X, x y \in Y\}
$$



## 2. Main Results

Theorem 2.1. Let $\mathcal{A}=\left(a_{k l i j}\right)$ and $\mathcal{B}=\left(b_{i j k l}\right)$ be $R H$-regular four-dimensional summability matrices. If

$$
\mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}} \cap \mathfrak{C}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}} \subseteq \mathcal{L}_{\infty, \theta, \mathcal{B}}^{\mathcal{F},,_{2}^{(\alpha)}} \cap \mathfrak{C}_{\theta, \mathcal{B}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}},
$$

then $\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=\mathcal{B}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)$, for all $x \in \mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}} \cap \mathcal{C}_{\theta, \mathcal{A}_{2}^{\mathcal{F}}, \Delta_{2}^{(\alpha)}}^{( }$.
 that $\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x) \neq \mathcal{B}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)$. Without loss of generality suppose that $\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=0$ and $\mathcal{B}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=$ 1. Now it is given that $x \in \mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{\theta}^{(\alpha)}} \cap \mathcal{C}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$. Then there exists a $G \in \mathbb{N}$ such that

$$
\frac{1}{h_{r, s}} \sum_{i, j \in I_{r, s}}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|
$$

is convergent for all $k, l>G$. Hence, for all $\epsilon>0$ and for all $k, l>G$, there exist positive integers $Q=Q(k, l), R=R(k, l)$ such that

$$
\begin{equation*}
\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i \leq Q, j>R}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|+\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i>Q, j \leq R}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right| \tag{2.1}
\end{equation*}
$$

$$
\left|a_{k l i j}\right|+\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i>Q, j>R}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|<\epsilon .
$$

Let $P(0)=S(0)=0$ and $M(1), N(1)>G$. One can choose $P(1), S(1)$ from (2.1) such that

$$
\begin{gathered}
\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i \leq P(1), j>S(1)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|+\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i>P(1), j \leq S(1)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right| \\
+\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i>P(1), j>S(1)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|<1
\end{gathered}
$$

whenever $G<k \leq M(1), G<l \leq N(1)$. Now, by $P-\lim _{k, l} a_{k l i j}=P-\lim _{k, l} b_{i j k l}=0$, we can choose $M(2)>M(1)$ and $N(2)>N(1)$ such that

$$
\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i \leq P(1), j \leq S(1)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|<1
$$

whenever $k>M(2)$ and $l>N(2)$. By means of the similar argument we can select the indices

$$
\begin{aligned}
M(1)<M(2)<\cdots<M(n), & N(1)<N(2)<\cdots<N(n) \\
P(1)<P(2)<\cdots<P(n-1), & S(1)<S(2)<\cdots<S(n-1)
\end{aligned}
$$

for some $n \geq 1$. Now, select $P(n)>P(n-1)$ and $S_{n}>S_{n-1}$ such that

$$
\begin{align*}
& \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i \leq P(n), j>S(n)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|+\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i>P(n), j \leq S(n)}  \tag{2.2}\\
& \left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|+\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i>P(n), j>S(n)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|<\frac{1}{n}
\end{align*}
$$

whenever $G<k \leq M(n)$ and $G<l \leq N(n)$. Now choose $M(n+1)>M(n)$ and $N(n+1)>N(n)$ so that

$$
\begin{equation*}
\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i \leq P(n), j \leq S(n)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|<\frac{1}{n} \tag{2.3}
\end{equation*}
$$

whenever $k>M(n+1)$ and $l>N(n+1)$. Define the index sets by

$$
\mathcal{J}(p)=\left\{(i, j) \in I_{r, s}: 1 \leq i \leq P(p+1), 1 \leq j \leq S(p+1)\right\}, \quad \mathcal{J}(-1)=\phi
$$

and

$$
\mathcal{T}(p, u)=\mathcal{J}(u) \backslash \mathcal{J}(p)
$$

for all $p, u=0,1,2,3, \cdots$. By using (2.2), we have for $G<k \leq M(n)$ and $G<l \leq N(n)$,

$$
\begin{align*}
& \sum_{p>n-1} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(p-1, p)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|  \tag{2.4}\\
&= \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i \leq P(n), j>S(n)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right| \\
& \quad+\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}:} \sum_{i>P(n), j \leq S(n)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right| \\
& \quad+\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i>P(n), j>S(n)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right| \\
&< \frac{1}{n} .
\end{align*}
$$

From (2.3), we have

$$
\begin{align*}
\sum_{0 \leq p<n} \frac{1}{h_{r, s}} & \sum_{(i, j) \in \mathcal{T}(p-1, p)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|  \tag{2.5}\\
& =\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: i \leq P(n), j \leq S(n)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|<\frac{1}{n},
\end{align*}
$$

for all $k>M(n+1)$ and $l>N(n+1)$.
Also, for all $k, l \in \mathbb{N}$, we have

$$
\begin{align*}
&(A x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}=}=\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j}  \tag{2.6}\\
&= \sum_{p=0}^{\infty} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(p-1, p)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \\
&= \sum_{0 \leq p<n-1} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(p-1, p)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right| \\
&+\frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(n-2, n)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \\
&+\sum_{p>n} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(p-1, p)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right| .
\end{align*}
$$

Thus, from (2.4), (2.5), and (2.6), we have

$$
\begin{equation*}
(A x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}=O\left(\frac{1}{n}\right)+\frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(n-2, n)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \tag{2.7}
\end{equation*}
$$

for all $M(n)<k \leq M(n+1)$ and $N(n)<l \leq N(n+1)$. In the same manner, one can easily get

$$
(B x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}=O\left(\frac{1}{n}\right)+\frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(n-2, n)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) b_{i j k l}
$$

Define a sequence $z=\left(z_{i j}\right)$ by $f_{i j}\left|\Delta_{2}^{(\alpha)} z_{i j}\right|=f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right| \psi_{p}$, for $(i, j) \in \mathcal{T}(p-1, p-2)$ where $\psi=\left(\psi_{n}\right) \in$ $(0,1]$ for all $n$ and $\lim _{n}\left(\psi_{n+1}-\psi_{n}\right)=0$. Note that $z \in \mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$ by construction. Since $\psi$ is a bounded sequence,

$$
\mathcal{T}(n-2, n-1)=\mathcal{T}(n-2, n-1) \cup \mathcal{T}(n-2, n) \text { and } \mathcal{T}(n-2, n-1) \cap \mathcal{T}(n-1, n)=\phi
$$

So, we have

$$
\begin{align*}
(A z)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}} & =\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} z_{i j}\right|\right) a_{k l i j}  \tag{2.8}\\
& =\sum_{p=0}^{\infty} \psi_{p+1} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(p-1, p)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \\
& =\sum_{0 \leq p<n-1} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(p-1, p)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j}
\end{align*}
$$

$$
\begin{aligned}
& \quad+\psi_{n} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(n-2, n-1)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \\
& \quad+\psi_{n+1} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(n-1, n)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \\
& \quad+\sum_{p>n} \psi_{n+1} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(p-1, p)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \\
& =\quad O\left(\frac{1}{n}\right)+\psi_{n} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(n-2, n-1)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \\
& =\quad \\
& \quad O\left(\frac{1}{n}\right)+\psi_{n+1} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(n-1, n)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \\
& \sum_{r, s} \\
& (i, j) \in \mathcal{T}(n-2, n) \\
& \\
& \\
& \\
& \left.\left.+\left(\psi_{n+1}+\psi_{n}\right) \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(n-1, n)}^{(\alpha)} x_{i j} \right\rvert\,\right) a_{k l i j}
\end{aligned}
$$

for all $n \in Q$ and $M(n)<k \leq M(n+1), N(n)<l \leq N(n+1)$. By using $(2.7)$, we have $\psi_{n} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{T}(n-2, n)}$ $\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j}$ is the order of $\psi_{n}\left((\mathcal{A} x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}+O\left(\frac{1}{n}\right)\right)$. Hence, $\psi_{n}\left((\mathcal{A} x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}+O\left(\frac{1}{n}\right)\right)$ goes to zero since $\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=0$. Also, $x \in \mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$ is given. Then there exists $\mathcal{N}>0$ such that

$$
\begin{align*}
\sup _{k, l>\mathcal{N}} \left\lvert\, \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{J}(n, n)}\right. & \left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j} \mid  \tag{2.9}\\
\leq & \sup _{k, l>\mathcal{N}} \frac{1}{h_{r, s}} \sum_{(i, j) \in \mathcal{J}(n, n)}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j}\right| \\
& <\infty
\end{align*}
$$

In (2.8), the end term approaches zero since $\psi$ is slowly oscillating. Hence, $(\mathcal{A} z)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}$ goes to zero as $k, l \rightarrow \infty$. In the same manner, we have

$$
\begin{equation*}
(\mathcal{B} z)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}=O\left(\frac{1}{n}\right)+\psi_{n}\left((\mathcal{B} x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}+O\left(\frac{1}{n}\right)\right) \tag{2.10}
\end{equation*}
$$

for all $n \in Q, M(n)<k \leq M(n+1)$ and $N(n)<l \leq N(n+1)$. Since $\mathcal{B}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=1$ and $\psi$ oscillates between 0 and 1. Then from (2.10), we have $P-\lim _{k, l}(\mathcal{B} z)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}$ does not exist which is a contradiction.

Theorem 2.2. Let $\Delta_{2}^{(\alpha)}$ be a fractional double difference operator, $\mathcal{A}=\left(a_{k l i j}\right)$ and $\mathcal{B}=\left(b_{i j k l}\right)$ be $R H$ - regular four-dimensional summability matrices and let $\ell_{\infty}^{2} \subseteq Z \subseteq \mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}} \cap \mathcal{L}_{\infty, \theta, \mathcal{B}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$. If $\mathcal{C}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}} \cap Z \subseteq$ $\mathcal{C}_{\theta, \mathcal{B}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}} \cap Z$, then $\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=\mathcal{B}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)$, for all $x \in M_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$
Lemma 2.3. Let $\Delta_{2}^{(\alpha)}$ be a fractional double difference operator. If $\mathcal{A}=\left(a_{k l i j}\right)$ is RH-regular summability matrix, then there will be an inner-rectangular summability matrix $D=\left(d_{k l i j}\right)$ of four-dimension such that for all $k, l$

$$
\sum_{i, j} d_{k l i j}=1
$$

and $\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=D_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x), \forall x \in \mathcal{V}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$.
Proof. Since $\mathcal{A}=\left(a_{k l i j}\right)$ is an RH-regular summability matrix then $\sum_{i, j}\left|a_{k l i j}\right|$ is $P$-convergent for each $k$ ad $l$. Now there exist $P(k, l), S(k, l)$ such that

$$
\begin{equation*}
\sum_{1}\left|a_{k l i j}\right|+\sum_{2}\left|a_{k l i j}\right|+\sum_{3}\left|a_{k l i j}\right|<\epsilon_{k l}, \tag{2.11}
\end{equation*}
$$

where $\sum_{1}$ denotes the sum over $\left\{(i, j) \in I_{r, s}: 1 \leq i \leq P(k, l), j>S(k, l)\right\}, \sum_{2}$ denotes the sum over $\left\{(i, j) \in I_{r, s}: i>P(k, l), 1 \leq j \leq S(k, l)\right\}, \sum_{3}$ denotes the sum over $\left\{(i, j) \in I_{r, s}: i>P(k, l), j>\right.$ $S(k, l)\}, \epsilon_{k l}>0$, for all $k, l$ and $\epsilon_{k l} \rightarrow 0$ as $k, l \rightarrow \infty$. Since $x \in \mathcal{V}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$ for all $\epsilon>0$ there exist $Q=Q(\epsilon)$ and $t=t(\epsilon)$ such that for all $q>t$

$$
\begin{equation*}
\sup _{k, l>Q} \frac{1}{h_{r, s}} \sum_{\left|\Delta_{2}^{(\alpha)} x_{i j}\right|>q}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|<\frac{\epsilon}{3} \tag{2.12}
\end{equation*}
$$

Define a four-dimensional inner matrix $\mathcal{E}=\left(e_{k l i j}\right)$ as follows:

$$
e_{k l i j}= \begin{cases}a_{k l i j}, & i \leq P(k, l) \text { and } j \leq S(k, l) \\ 0, & \text { otherwise }\end{cases}
$$

Now from (2.12), we have

$$
\begin{aligned}
& \mid(\mathcal{A} x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}-(\mathcal{E} x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)} \mid} \\
= & \left|\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j}-\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) e_{k l i j}\right| \\
= & \left|\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j}-\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}: 1 \leq i \leq P(k, l), 1 \leq j \leq S(k, l)}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right) a_{k l i j}\right| \\
\leq & \frac{1}{h_{r, s}} \sum_{4}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|+\frac{1}{h_{r, s}} \sum_{5}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|+\frac{1}{h_{r, s}} \sum_{6}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right| \\
\leq & \left|a_{k l i j}\right| \\
\leq & \sup _{k, l \geq Q} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}:\left|\Delta_{2}^{(\alpha)} x_{i j}\right|>q}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|+q \sum_{4}\left|a_{k l i j}\right|+q \sum_{5}\left|a_{k l i j}\right| \\
& +q \sum_{6}\left|a_{k l i j}\right| \\
\leq & \epsilon+q\left\{\sum_{4}\left|a_{k l i j}\right|+\sum_{5}\left|a_{k l i j}\right|+\sum_{6}\left|a_{k l i j}\right|\right\},
\end{aligned}
$$

where $\sum_{4}$ denotes the sum over $\left\{(i, j) \in I_{r, s}: 1 \leq i \leq P(k, l), j>S(k, l)\right\}$, where $\sum_{5}$ denotes the sum over $\left\{(i, j) \in I_{r, s}: i>P(k, l), 1 \leq j \leq S(k, l)\right\}$ and where $\sum_{6}$ denotes the sum over $\left\{(i, j) \in I_{r, s}: i>\right.$ $P(k, l), j>S(k, l)\}$. Hence, from (2.11) and (2.13), we have

$$
P-\lim _{k, l}\left|(\mathcal{A} x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}-(\mathcal{E} x)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}\right|=0
$$

Hence, $\mathcal{A}$ and $\mathcal{E}$ are equivalent over $\mathcal{V}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$. Define $\gamma_{k l}=\sum_{i, j} e_{k l i j}=\sum_{1 \leq i \leq P(k, l), 1 \leq j \leq S(k, l)} a_{k l i j}$. As we know that $\mathcal{A}$ is an RH-regular, thus we have $P-\lim _{k, l} \gamma_{k, l}=1$. Let us suppose that $\gamma_{k, l} \neq 0$. Now, define $\mathcal{B}=\left(b_{k l i j}\right)$ by

$$
b_{k l i j}= \begin{cases}\frac{1}{\gamma_{k, l}} a_{k l i j}, & i \leq P(k, l) \text { and } j \leq S(k, l) ; \\ 0, & \text { elsewhere. }\end{cases}
$$

Since $\mathcal{E}$ and $\mathcal{B}$ are equivalent, thus for all $k, l$ we obtain that

$$
\sum_{i, j} b_{k l i j}=1 .
$$

Let

$$
\begin{gathered}
\xi(n)=\max \left\{\max _{1 \leq p \leq n+1} P(p, n+1), \max _{1 \leq p \leq n+1} P(n+1, p)\right\}, \\
\phi(n)=\max \left\{\max _{1 \leq p \leq n+1} S(p, n+1), \max _{1 \leq p \leq n+1} S(n+1, p)\right\}, \\
\psi(n)=\max \{\xi(n), \phi(n)\}, \text { and } \xi(0)=\phi(0)=0 .
\end{gathered}
$$

If $\psi(n)>n+1+\psi(n-1), \forall n=1,2, \cdots$, then the matrix $\left[D(k+\psi(n)-1, l+\psi(n)-1)_{i, j}\right]$ will be the matrix $\left[\mathcal{B}(k, l)_{i, j}\right] \forall k, l$, where $k, l \geq \psi(n-1)+n+1$. From $U(n)$, we can arbitrarily select the other inner matrices of $D$ where

$$
U(n)=V(n) \backslash V(n-1), V(n)=\left\{\left[\mathcal{B}(k, l)_{i, j}\right]: 1 \leq k, l \leq n+1\right\}
$$

and $V(0)=\phi$. Since the inner matrices of $\mathcal{B}$ on repetitions provides the inner matrices of $D$ in the finite rows and columns. Therefore, we conclude that $\mathcal{B}$ and $D$ are equivalent. Hence, $\sum_{i, j} d_{k l i j}=1$ holds.

Theorem 2.4. Let $\mathcal{A}=\left(a_{k l i j}\right)$ be RH-regular four-dimensional matrix and $Z$ be an algebra such that $s=\left(s_{i j}\right) \in Z$ and $s_{i j}=1$ for all $i, j$. Then the statements given below are true:
(1) $M_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(Z)$ is an algebra.
(2) If $\ell_{\infty}^{2} \subseteq Z \subseteq \mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$, then $\mathcal{A}$ is multiplicative over $M_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(Z)$ that is

$$
\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x y)=\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x) \mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(y),
$$

for all $x, y \in M_{\theta,}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(Z)$.
(3)If $\ell_{\infty}^{2} \subseteq Z \subseteq \mathcal{L}_{\infty, \theta, \mathcal{A}}^{\mathcal{F}, \Delta_{\theta}^{(\alpha)}}$ and $\mathcal{A}$ is non-negative then
$M_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(Z) \subseteq\left\{x \in Z: P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}-L\right|\right)\right|^{r} a_{k l i j}=0\right.$, for some $L$ and each $\left.r \geq 1\right\}$.
(4)If $\ell_{\infty}^{2} \subseteq Z \subseteq V_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$, then

$$
\left\{x \in Z: P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}-L\right|\right)\right|\left|a_{k l i j}\right|=0, \text { for some } L\right\} \subseteq M_{\theta}^{\mathfrak{F}, \Delta_{2}^{(\alpha)}}(Z) .
$$

Proof. One can easily proof the first three parts by using Theorem 2.2 in the same manner as in Theorem 2.1 in [12]. To prove (4), we use Lemma 2.3. Consider an inner rectangular matrix $\mathcal{A}$ such that $\forall k, l$,
$\sum_{i, j} a_{k l i j}=1,$.
Assume that $x=\left(x_{i j}\right) \in Z$ ad $y=\left(y_{i j}\right) \in \mathcal{C}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}} \cap Z$ such that

$$
P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}-L\right|\right)\right|\left|a_{k l i j}\right|=0
$$

$$
\begin{aligned}
& \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}^{\operatorname{and}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|\right) a_{k l i j} \\
&=L(\mathcal{A} y)_{k l}^{\theta, \mathcal{F}, \Delta_{2}^{(\alpha)}}+\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}-L\right|\right) \Delta_{2}^{(\alpha)} y_{i j} a_{k l i j}
\end{aligned}
$$

Without loss of generality let us assume $L=0$ and define $\mathcal{B}=\left(b_{k l i j}\right)$ by $b_{k l i j}=\left|a_{k l i j}\right|$, for all $i, j, k, l$. It can be seen $x$ is $\mathcal{B}$-statistically convergent to zero. Thus, by Proposition 1.4, we can find a subset $H \subset \mathbb{N}^{2}$ having the property that $\delta_{\mathcal{B}}^{2}(H)=0$ and $P-\lim _{(i, j) \in H^{C}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)=0$. Since $x y \in \mathcal{V}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$, for all $\epsilon>0$, there exist $Q(\epsilon)$ and $G(\epsilon)$ such that for all $d>G(\epsilon)$

$$
\sup _{k, l>Q} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}:\left|\Delta_{2}^{(\alpha)} x_{i j}\right|>d}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|\right)\right|\left|a_{k l i j}\right|<\epsilon
$$

For all $k, l>Q$ and for fixed $R>0$

$$
\begin{align*}
& \left|\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|\right) a_{k l i j}\right|  \tag{2.14}\\
& \leq \frac{1}{h_{r, s}} \sum_{7}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|\right) a_{k l i j}\right|+\frac{1}{h_{r, s}} \sum_{8}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|\right) a_{k l i j}\right| \\
& \left.\leq \sup _{k, l>Q} \frac{1}{h_{r, s}} \sum_{7}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|\right) a_{k l i j}\right|+R \sum_{i, j \in H}\left|a_{k l i j}\right|+\frac{1}{h_{r, s}} \sum_{9} \right\rvert\,\left(f_{i j}\right. \\
& \left.\quad\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|\right) a_{k l i j} \mid,
\end{align*}
$$

where $\sum_{7}$ denotes the sum over $\left\{(i, j) \in I_{r, s}:\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|>R\right\}, \sum_{8}$ denotes the sum over $\{(i, j) \in$ $\left.I_{r, s}:\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right| \leq R\right\}$ and $\sum_{9}$ denotes the sum over $\left\{(i, j) \in I_{r, s} \cap H^{C}:\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right| \leq R\right\}$. Since $(x y) \in \mathcal{V}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$, the first term will be small enough by considering $R$ large enough. In Pringsheim's sense, $R \sum_{k, l \in H}\left|a_{k l i j}\right|$ goes to zero since $\delta_{\mathcal{B}}^{2}(H)=0$. Now, we have

$$
\begin{align*}
& \frac{1}{h_{r, s}} \sum_{9}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|\right) a_{k l i j}\right|  \tag{2.15}\\
& \leq \frac{1}{h_{r, s}} \sum_{10}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right|\right) a_{k l i j}\right|+S \sum_{(i, j) \in I_{r, s}}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right| \\
& \leq \frac{R}{S} \frac{1}{h_{r, s}} \sum_{11}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right) a_{k l i j}\right|+S \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} x_{i j}\right|\right)\right|\left|a_{k l i j}\right|
\end{align*}
$$

for all $k, l$ and $S>0$ where $\sum_{10}$ denotes the sum over $(i, j) \in I_{r, s} \cap H^{C}:\left|\Delta_{2}^{(\alpha)} x_{i j} \Delta_{2}^{(\alpha)} y_{i j}\right| \leq R$ and $\left|\Delta_{2}^{(\alpha)} y_{i j}\right|>S$ and $\sum_{11}$ denotes the sum over $(i, j) \in I_{r, s} \cap H^{C}:\left|\Delta_{2}^{(\alpha)} y_{i j}\right|>S$.
Now the first part is small enough for large $S$, since $y \in \mathcal{V}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta^{(\alpha)}}$. From (2.14), (2.15) and hypothesis, we get $x y \in \mathcal{C}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$. Hence, we have $x \in M_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(Z)$.

Corollary 2.5. Let $\Delta_{2}^{(\alpha)}$ be a fractional double difference operator, $\mathcal{A}=\left(a_{\text {klij }}\right)$ be a non-negative $R H$ regular four-dimensional summability matrix, $Z$ be algebra and a sequence $s \in Z$. If $\ell_{\infty}^{2} \subseteq Z \subseteq \mathcal{V}_{\theta, \mathcal{A}}^{\mathcal{F}, \mathcal{A}_{2}^{(\alpha)}}$, then $M_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(Z)=\mathcal{S}_{\theta, \mathcal{A}}^{2, \mathcal{F}, \mathcal{A}_{2}^{(\alpha)}} \cap Z$.

Theorem 2.6. Let $\Delta_{2}^{(\alpha)}$ be a fractional double difference operator. If $\mathcal{A}=\left(a_{k l i j}\right)$ is a non-negative RH-regular four-dimensional summability matrix then there will be a non-negative RH -regular innerrectangular matrix $\mathcal{B}=\left(b_{k l i j}\right)$ of four-dimensions such that $\mathcal{S}_{\theta, \mathcal{A}}^{2, \mathcal{F}, \Delta_{2}^{(\alpha)}}-\lim x=\mathcal{B}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x), \forall x \in \mathcal{V}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}$.

Proof. From Lemma 2.3 let $\mathcal{A}$ be a non-negative inner rectangular matrix such that $\sum_{k, l} a_{k l i j}=1, \forall k, l$. Firstly, we construct a matrix $D=\left(d_{k l i j}\right)$. For all $n=1,2, \cdots$ define $\varpi=\varpi(n)$, by

$$
\varpi(n)=\frac{n^{2}+\frac{(-1)^{n+1}+1}{2}}{2}
$$

and the index sets

$$
\mathcal{J}(n)=\left\{(k, l): 1 \leq k, l \leq Q_{n}\right\} \text { and } \mathcal{T}(n)=\mathcal{J}(n) \backslash \mathcal{J}(n-1)
$$

where $\mathcal{J}(-1)=\emptyset$ and $Q_{n}=\sum_{j=1}^{n} 2^{\varpi(j)}$.
Also, define a set

$$
K_{u v}=\left\{(k, l): Q_{u-1}<k \leq Q_{u}, Q_{v-1}<l \leq Q_{v}\right\}
$$

where $Q_{0}=0$. Note that the cardinality of $K_{u v}$ is equal to $2^{\varpi(u)+\infty(v)}$ and $\mathcal{T}(n)=\left(\bigcup_{u=1}^{n} K_{u n}\right) \bigcup\left(\bigcup_{v=1}^{n-1} K_{n v}\right)$. The inner matrix $\binom{u v}{0}$ of $D$ will be $\left[\mathcal{A}(u, v)_{i, j}\right]$ and $\binom{u v}{1}$ inner matrices of $D$ will contain in $[\mathcal{A}(u, v)]^{(1)},\binom{u v}{2}$ inner-matrices of $D$ will contain in $[\mathcal{A}(u, v)]^{(2)}$ and so on. Hence, for $\mathcal{T}(n)$, we consider the similar argument for $K_{u_{1}}, K_{u_{2}}, \cdots, K_{u_{n}}$ and $K_{n 1}, K_{n 2}, \cdots, K_{(n-1) v}$. Note that there are $\sum_{j=0}^{u v}\binom{u v}{j}=2^{u v}$ possibilities. Since $K_{u v}$ consists of $2^{\varpi(u)+\varpi(v)}$ elements, we will write $\zeta$ for the other $2^{\varpi(u)+\varpi(v)}-2^{u v}$ inner matrices, where $\zeta$ is the infinite matrix with all entries as zeros. Define $\mathcal{B}=\left(b_{k l i j}\right)$ by

$$
b_{k l i j}=\left(1-\vartheta_{w p}\right) a_{k l i j}+d_{w p i j}
$$

where $\vartheta_{w p}=\sum_{i \leq w, j \leq p} d_{w p i j}$, for $(w, p) \in K_{k l}$. Since $D$ and $\mathcal{A}$ have similar inner matrices. Hence, $0 \leq$ $\vartheta_{w p} \leq 1$, for all $w, p$. Since $P-\lim _{w, p} d_{w p i j}=0$ and $\vartheta$ is bounded

$$
P-\lim _{w, p} b_{w p i j}=P-\lim _{w, p}\left(\left(1-\vartheta_{w p}\right) a_{k l i j}+d_{w p i j}\right)=0
$$

and since $w \geq k$ and $p \geq l$

$$
\begin{aligned}
\sum_{i \leq w, j \leq p} b_{w p i j} & =\sum_{i \leq w, j \leq p}\left(\left(1-\vartheta_{w p}\right) a_{k l i j}+d_{w p i j}\right) \\
& =\left(1-\vartheta_{w p}\right) \sum_{i \leq w, j \leq p} a_{k l i j}+\sum_{i \leq w, j \leq p} d_{w p i j} \\
& =\left(1-\vartheta_{w p}\right)+\vartheta_{w p} \\
& =1
\end{aligned}
$$

Thus, the conditions $R H 1$ and $R H 2$ are satisfied. Now the conditions $R H 3, R H 4, R H 5$ and $R H 6$ is obvious since $D$ and $\mathcal{A}$ have similar inner matrices with the exception that exactly the finite number of $\zeta$ matrices have been added.
Assume that $x$ be a modulus $\mathcal{A}$-lacunary fractional difference uniformly integrable that is modulus $\mathcal{A}$-lacunary statistically fractional difference convergent to $L$ and $y_{i j}=x_{i j}-L$. Then the double sequence $y_{i j}$ is modulus $\mathcal{A}$-lacunary statistically fractional difference convergent to zero. Hence, from Proposition 1.4, $P-\lim _{(i, j) \in K^{C}} f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|=0$. For any $(w, p) \in K_{k l}$, we have

$$
\begin{aligned}
& \left|\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right) b_{w p i j}\right| \\
& \leq\left|\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}:\left|\Delta_{2}^{(\alpha)} y_{i j}\right|>R}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right) b_{w p i j}\right|+\left\lvert\, \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}:\left|\Delta_{2}^{(\alpha)} y_{i j}\right| \leq R}\left(f_{i j} \mid \Delta_{2}^{(\alpha)}\right.\right. \\
& \left.\quad y_{i j} \mid\right) b_{w p i j} \mid \\
& \leq \sup _{k, l \geq G} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}:\left|\Delta_{2}^{(\alpha)} y_{i j}\right|>R}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right)\right| b_{w p i j}+R \sum_{i, j \in K} b_{w p i j} \\
& \quad+\left|\frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s} \cap K^{C}:\left|\Delta_{2}^{(\alpha)} y_{i j}\right| \leq R}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right) b_{w p i j}\right| \\
& \leq 2 \sup _{k, l \geq G} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}:\left|\Delta_{2}^{(\alpha)} y_{i j}\right|>R}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right)\right| a_{k l i j}+2 R \sum_{(i, j) \in K} a_{k l i j} \\
& \quad+\left\lvert\, \frac{1}{h_{r, s}}\right. \\
& \sum_{(i, j) \in I_{r, s} \cap K^{C}:\left|\Delta_{2}^{(\alpha)} y_{i j}\right| \leq R}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right) b_{w p i j} \mid .
\end{aligned}
$$

The last term approaches zero since the matrix $\mathcal{B}$ is RH regular and the sequence which is summed up in the summation given in the end term is bounded as well as convergent. Also, the second term tends to zero in Pringsheim's sense since as $w, p$ get large, $k, l$ also gets large. We take $R$ large enough so that the first term became arbitrarily small. Thus, $\mathcal{B}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(y)=0$. We can conclude that $\mathcal{B}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=L$. To prove the converse part, let us assume that $x \in \mathcal{V}_{\theta, \mathcal{A}}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}, \mathcal{B}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(x)=L$ and $y_{i j}=x_{i j}-L$. Hence, we have $\left[\mathcal{A}(w, p)_{i, j}\right]$ corresponds to the first pair of $K_{w p}$ and $\mathcal{A}_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(y)=0$. Hence, $D_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(y)=0$. Now choose $(w, p) \in K_{k l}$ such that the negative signs of the $k \times l$ terms of $y$ are precisely where the terms of the inner matrix $\left[\mathcal{A}(k, l)_{i, j}\right]$ are not replaced by zero. Since $D_{\theta}^{\mathcal{F}, \Delta_{2}^{(\alpha)}}(y)=0$, we have

$$
P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right) \chi_{\left(\Delta_{2}^{(\alpha)} y_{i j}<0\right)}(j) a_{k l i j}=0
$$

for a characteristic function $\chi$. In the similar manner, for positive terms, we have

$$
P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right) \chi_{\left(\Delta_{2}^{(\alpha)} y_{i j} \geq 0\right)}(j) a_{k l i j}=0
$$

Hence,

$$
P-\lim _{r, s} \frac{1}{h_{r, s}} \sum_{(i, j) \in I_{r, s}}\left|\left(f_{i j}\left|\Delta_{2}^{(\alpha)} y_{i j}\right|\right)\right| a_{k l i j}=0
$$

Thus, $y$ is modulus $\mathcal{A}$-lacunary strongly fractional difference summable to zero that is, it is modulus $\mathcal{A}$-lacunary statistically fractional difference convergent to zero.

## 3. Conclusion

In the present work, first we prove that the modulus $\mathcal{A}$-lacunary statistical convergence of fractional difference double sequences and modulus lacunary fractional matrix of four-dimensions taken over the space of modulus $\mathcal{A}$-lacunary fractional difference uniformly integrable real sequences are equivalent. We discuss another form of the Brudno-Mazur Orlicz bounded consistency theorem by means of modulus function, lacunary sequence, and fractional difference operator. Further, we show that the four-dimensional $R H$ - regular matrices $\mathcal{A}$ and $\mathcal{B}$ are modulus lacunary fractional difference consistent over the multipliers space of modulus fractional difference $\mathcal{A}$-summable sequences and an algebra $Z$. Researchers may also study similar results for generalized difference operator on double sequence spaces by Orlicz function.

## Acknowledgments

We thank the referees for their valuable suggestions.

## References

1. A. Alotaibi, K. Raj and S. A. Mohiuddine, Some generalized difference sequence spaces defined by a sequence of moduli in n-normed spaces, J. Funct. Spaces, 2015 (2015), Article ID 413850, 8 pages.
2. N. Ahmad, S. K. Sharma and S. A. Mohiuddine, Generalized entire sequence spaces defined by fractional difference operator and sequence of modulus functions, TWMS J. App. and Eng. Math. 10 (2020), 63-72.
3. P. Baliarsingh, U. Kadak and M. Mursaleen, On statistical convergence of difference sequences of fractional order and related Korovkin type approximation theorems, Quaest. Math., 41 (2018), 1117-1133.
4. P. Baliarsingh, On difference double sequence spaces of fractional order, Indian J. Math., 58 (2016), 287-310.
5. J. Boos, Classical and modern methods in summability, Oxford University Press, Oxford (2000).
6. A. Brudno, Summation of bounded sequences by matrices, Recueil Math., N.S. 16 (1945), 191-247.
7. A. Choudhary and K. Raj, Applications of double difference fractional order operators, J. Comput. Anal. Appl., 28 (2020), 94-103.
8. S. Dutta and P. Baliarsingh, A note on paranormed difference sequence spaces of fractional order and their matrix transformations, J. Egypt. Math. Soc., 22 (2014), 249-253.
9. A. R. Freedman, J. J. Sember and M. Raphel, Some Cesaro-type summability spaces, Proc. London Math. Soc., 37 (1978), 508-520.
10. H. J. Hamilton, Transformation of multiple sequences, Duke Math. J., 2 (1936), 29-60.
11. B. B. Jena, S. K. Paikray, S. A. Mohiuddine and V. N. Mishra, Relatively equi-statistical convergence via deferred Nörlund mean based on difference operator of fractional-order and related approximation theorems, AIMS Mathematics, 5 (2020) 650-672.
12. M. K. Khan and C. Orhan, Matrix characterization of $A$-statistical convergence, J. Math. Anal. Appl., 335 (2007), 406-417.
13. S. Mazur and W. Orlicz, Sur les méthodes linéaris de sommation, C. R. Acad. Sci. Paris, 196 (1933), 32-34.
14. S. Mazur and W. Orlicz, On linear methods of summability, Studia Math., 14 (1954), 129-160.
15. H. I. Miller, $A$-statistical convergence of subsequence of double sequences, Bollettino U.M.I, 10-B (2007), 727-739.
16. H. I. Miller and L. Miller-Van Wieren, A matrix charracterization of statistical convergence of double sequences, Sarajevo J. Math., 4 (2008), 91-95.
17. F. Móricz, Extensions of the spaces $c$ and $c_{0}$ from single to double sequences, Acta Math. Hungar., 57 (1991), 129-136.
18. M. Mursaleen, A. Alotaibi and S. K. Sharma, Some new lacunary strong convergent vector-valued sequence spaces, Abstract Appl. Anal., 2014 (2014), Article ID 858504, 8 pages.
19. S. A. Mohiuddine, Statistical weighted A-summability with application to Korovkin's type approximation theorem, J. Inequal. Appl. 20162016.
20. H. Nakano, Modular sequence spaces, Proc. Jpn. Acad. Ser. A Math. Sci., 27 (1951), 508-512.
21. C. Orhan and M. Ünver, Matrix Characterization of A-statistical convergence of double sequences, Acta Math. Hungar., 143 (2014), 159-175.
22. C. Orhan, Some inequalities between functionals on bounded sequences, Studia Sci. Math. Hungarica, 44 (2007), 225232.
23. R. F. Patterson, Four dimensional characterization of bounded double sequences, Tamkang J. Math., 35 (2004), 129-134.
24. K. Raj, A. Choudhary and C. Sharma, Almost strongly Orlicz double sequence spaces of regular matrices and their applications to statistical convergence, Asian-Eur. J. Math., 11 (2018), 1850073, 14pp.
25. K. Raj and A. Choudhary, Köthe-Orlicz vector-valued weakly sequence spaces of difference operators, Methods Funct. Anal. Topology, 25 (2019), 161-176.
26. K. Raj and C. Sharma, Applications of strongly convergent sequences to Fourier series by means of modulus functions, Acta Math. Hungar., 150 (2016), 396-411.
27. G. M. Robison, Divergent double sequences and series, Trans. Amer. Math. Soc., 28 (1926), 50-73.
28. E. Savaş, On generalized sequence spaces via modulus function, J. Inequal. Appl., 2014, 2014:101.
29. A. K. Synder and A. Wilansky, The Mazur-Orlicz bounded consistency theorem, Proc. Amer. Math. Soc., 80 (1980), 374-375.
30. U. Kadak and S. A. Mohiuddine, Generalized statistically almost convergence based on the difference operator which includes the (p,q)-gamma function and related approximation theorems, Results Math. 73 (2018).
31. E. Taş and C. Orhan, Characterization of $q$-Cesaro convergence for double sequences, Stud. Univ. Babeş-Bolyai Math., 62 (2017), 367-376.
32. B. C. Tripathy and H. Dutta, On some lacunary difference sequence spaces defined by a sequence of Orlicz functions and q-lacunary -statistical convergence, An. Ştiinţ. Univ. Ovidius Constanţa, Ser. Mat., 20 (2012), 417-430.
33. B. C. Tripathy and M. Et, On generalized difference lacunary statistical convergence, Studia Univ. Babeç-Bolyai Math., 50 (2005), 119-130.
34. M. Ünver, Characterization of multidimensional $A-$ strong convergence, Studia Sci. Math. Hungar., 50 (2013), 17-25.
35. T. Yaying, B. Hazarika and S. A. Mohiuddine, On difference sequence spaces of fractional order involving Padovan numbers, Asian-European J. Math., 14 Article ID 2150095, 24 pages.
[^1]
[^0]:    * The project is partially supported by the Council of Scientific and Industrial Research (CSIR), India for partial support under Grant No. 25(0288)/18/EMR-II, dated 24/05/2018.

    2010 Mathematics Subject Classification: 46A45, 46B45, 40A05.
    Submitted February 24, 2022. Published February 18, 2023

[^1]:    Kuldip Raj,
    Department of Mathematics, Shri Mata Vaishno Devi University, Katra-182320, $J \& K$ (India),
    E-mail address: kuldipraj68@gmail.com
    and
    Anu Choudhary,
    Department of Mathematics, Shri Mata Vaishno Devi University, Katra-182320, $J \& K$ (India),
    E-mail address: anuchoudhary407@gmail.com
    and
    M. Mursaleen,

    Department of Mathematics,
    Department of Medical Research, China Medical University Hospital, China Medical University (Taiwan), Taichung, Taiwan
    Al-Qaryah, Street No. 1 (West), Doharra, Aligarh, India
    E-mail address: mursaleenm@gmail.com

