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On the logarithmic summability (L,1) of integrals on [1,00)

Géksen Findik and Ibrahim Canak

ABSTRACT: Moéricz [Analysis (Munich) 18(1) (1998), 1-8] characterized summability (C, 1) of integrals by
convergence of another integral. In this work, we extend this result to logarithmic summability (L,1) of
integrals.
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1. Introduction

Let f : [0,00) — C be a Lebesgue integrable function on every bounded interval [0,¢] for 0 < ¢. In
this case we write f € L}, [0,00). We define

loc

k(t) ::/0 f(x)dz and o(t) = %/0 k(u)du.

The integral

/ f(z)dx (1.1)
0
is called to be summable (C,1) (or Cesaro summable of first order) to a finite complex number [ if

lim o(t) = L. (1.2)

t—o0

Let f:[1,00) — C be such that f € L} [1,00) and s € L}, [1,00). We define

loc loc
o ¢ 1 " s(u)
s(t) .—/1 f(x)dz and 7(t):= @/1 Tdu,

where the logarithm is to the naturel base e. The integral

Awﬂmm (1.3)

is called to be summable (L, 1) (or logarithmic summable of first order) to a finite complex number [ if

lim 7(t) = 1. (1.4)

t—o0

We note that if the integral (1.3) is summable (C,1), then it is summable (L, 1) to the same limit,
but the converse is not satisfied in general (see [3]).
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Given f € L}, [1,00), we define a(t) as follows:

a(t) == © @) dr ;= lim " @)

. tlogz = u—soco [, tlogx
provided that the limit exists for some ¢ > 1. One can easily see that (1.5) exists and a(t) is continuous
atany t > 1, a € L}, [1,00) and

dz, (1.5)

a(t) >0 as t— oo. (1.6)

Hardy [1] characterized summability (C,1) of series by convergence of another series. As an integral
analogue to a corresponding theorem on series proved by Hardy [1], Méricz [2] extended this result to
locally integrable functions over [0, 00) and characterized summability (C, 1) of integrals by convergence
of another integral. In this work, we extend this result to locally integrable functions over [1,00) and
characterize logarithmic summability (L, 1) of integrals by convergence of another integral.

Our main theorem is as follows:

Theorem 1.1. Suppose that f € Li [1,00). Then the integral (1.5) is summable (L,1) to a finite
complex number | and

5 -0 as t— o0 (1.7)
logt
if and only if a(t) exists for t > 1 and
/ a(t)dt :== lim a(t)dt = 1. (1.8)

2. Auxiliary results
For the proof of our main theorem, we need the following lemmas.

Lemma 2.1. Suppose that f € L} [1,00). If the integral (1.3) is summable (L,1) to a finite complex

loc

number | and condition (1.7) holds, then a(t) defined in (1.5) exists for t > 1.
Proof. Let 1 <t < u < oco. If we apply integrating by parts twice, we obtain

Cf) o s(u) s(t) Y os(@)
. logxdx N logu_@+/t xlogzxdx
) A0 ) ), o)

_ - ) 2.1
logu logt logu logt xlogzxaj 21

Condition (1.7) implies

by regularity of the logarithmic summability method. Taking (1.7) and (2.2) into account, we get

at) s(t) 7(t) +2/t" 7(x)

t zlog? z

_ _ dz, 2.3
tlogt  tlogt 't * (23)

where v — oo in (2.1) for ¢ > 1. Since the integral on the right exists in Lebesgue’s sense by (1.4), we
see that a(t) defined in (1.5) exists for ¢ > 1. o

Remark 2.2. Under conditions of Lemma 2.1, we obtain that

e —1
logt/ s(x)2 dr —0 as t— oo.
t wxlog®x

It follows from (2.1) that
[ ) g ) 0 ),
3 .

zlog?z ~  logu ~ logt xlog® x
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Lemma 2.3. Suppose that f € L}, [1,00). If a(t) defined in (1.5) exists for t > 1, then condition (1.7)
holds.

Proof. Let 1 <t < u < oo. We obtain

“ f(z)logz logx
d
[ e = [0
v dx
= 1ogu/ f—dy+logu/ Mdy—logt / x
1 logy ¢+ logy L 1gy 1 1ogy
logu/ f(y)dy_/ d_x( f(y)dy f() y)
¢ logy t Z 1 logy 1 logy

by applying integrating by parts. Since

u t dl‘
xdx—/ x)dx = logu — / ,
[ s = [ swis=togu [ [P, Ly,

s(u)  s(t) _/“d_x RAC) P () ) dy. (2.4)

logu  logu logy 4 ; log

we get

The first term on the right of the last equality tends to 0 as u — oco. The second term on the right is
logarithmic mean of the third term, except the coefficient (—(logu — logt)/logu), which tends to (—1)
as u — 00. By regularity, we have

lim / do Yoy = 1im [ LWy
u—00 logu—logt . logy u—00 J, logy

Thus, we conclude that condition (1.7) is satisfied by (2.4). mi

3. Proof of Theorem 1.1

Necessity. Assume that the integral (1.1) is (L, 1) summable to a finite complex number [ and condition
(1.7) is satisfied. The function a(t) defined in (1.5) exists for ¢ > 1 by Lemma 2.1. We apply Fubini’s

theorem because of the integral / M

dz in the lower limit u belongs to L}, .(1,v) for any v > 1. For
u 108T ‘

1 <t < v, we obtain

/d“ // ) dudz +/ / duda::s(t)—i—logt/ @0
w 1ogx ulogx ulogx . logx

Keeping ¢ fixed as v — oo, we get

1 t a(u)du = () + ta(t) (3.2)

logt logt

for t > 1. Taking (2.3) and (3.2) into account, we have

t o
/ a(u)du = —7(t) + 2log / UG (3.3)
1 + zlog”x
and thus, we obtain
t 0 _
/ alu)du —1=—(7(t) = 1) + 210gt/ &Qldx. (3.4)
1 t wxlog’z
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We conclude that relation (1.8) is satisfied by (1.4).

Sufficiency. Assume that a(t) defined in (1.5) exists for ¢ > 1 and (1.8) is satisfied. Condition (1.7)
is satisfied by Lemma 2.3. We just have to prove (1.4).

Taking into account (1.7) and (2.2) gives

() =0 as t— oo. (3.5)
If we set
n(t) := logzt/ 7(z) 2_ ldm, t>0, (3.6)
+  xlog”x
we have
t
2M (r(t) —=1)) >0 as t— o0 (3.7)

logt B

by (1.8) and (3.4).
It follows from (3.6) that

t(n(t) —n(t 1))

t (log*t — log(t — 1)) ) n(t)
2logt logt

()~ 1))

L tllog’t ;Lfg(t D)0 -nogie-n [ P
_ o’ ;;Zg:(t 1) (219 -0 -0)

U 1)(1o§t —log(t - 1)) [1 ;(i)g;; de

+ tlog’(t—1) /H %ggix)d”

The first term on the right hand side of the equality above tends to 0 as t — oo by (3.7). By (2.2), (3.5)
and the mean value theorem, we obtain that the second and third term on the right hand side of the
equality above also tend to 0 as ¢ — co. This implies that

ﬂ—m as t— oo. (3.8)
logt

We have (1.4) by (3.7) and (3.8).
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