## A Multiplicity Result to a Class of Schrödinger Equations with Multi-singular Points
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ABSTRACT: In this paper, using variational method, we study the existence and mutiplicity of the solutions to the following multi-singular critical elliptic problem

$$
\left\{\begin{array}{cc}
-\Delta u-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u=f_{\lambda}(x, u) & x \in \Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\} \\
u(x)>0 & x \in \Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\} \\
u(x)=0 & x \in \partial \Omega
\end{array}\right.
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ is a smooth bounded domain such that $a_{i} \in \Omega, i=1,2, \ldots, k$, for $k \geq 2$ are different points, $0 \leq \mu_{i} \in \mathbb{R}$. In this class of nonlinear elliptic Dirichlet boundary value problems the combination effects of a sublinear and a superlinear term enable us to establish some existence and multiplicity results.
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## 1. Introduction

The existence of standing waves solutions to the nonlinear Schrödinger equation

$$
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \Delta \psi+V(x) \psi-f(x,|\psi|), \quad \text { in } \quad \mathbb{R}^{N} \times \mathbb{R}_{+} \backslash\{0\}
$$

has been intensively studied in the last decades. The Schrödinger equation plays a central role in quantum mechanic as it predicts the future behavior of a dynamic system. Indeed, the wave function $\psi(x, t)$ represents the quantum mechanical probability amplitude for a given unit-mass particle to have position $x$ at time $t$. Such equation appears in several fields of physics, from Bose-Einstein condensates and nonlinear optics to plasma physics (see for instance [10,13] and reference therein).
A Lyapunov-Schmidt type reduction, i.e., a separation of variables of the type $\psi(x, t)=u(x) e^{-i \frac{E}{\hbar} t}$, leads to the following semilinear elliptic equation

$$
-\Delta u+V(x) u=f(x, u), \quad \text { in } \mathbb{R}^{N}
$$

With the aid of variational methods, the existence and multiplicity of nontrivial solutions to such problems have been extensively studied in the literature over the last decades. For instance, the existence of positive solutions where the potential $V$ is coercive and $f$ satisfies standard mountain pass assumptions, is wellknown after the seminal paper of Rabinowitz [29]. Moreover, in the class of potentials bounded from below, several attempts have been made to find general assumptions on $V$ in order to obtain existence

[^0]and multiplicity results (see for instance $[5,6,21,33,31]$ ). In these papers the nonlinearity $f$ is required to satisfy the well-known Ambrosetti-Rabinowitz condition; thus, it is superlinear at infinity. For a sublinear growth of $f$ see also [26]. In the past several decades, the equations, containing the multi-singular inverse square potentials, have been studied extensively. This class of operators arises in nonrelativistic molecular physics. For example, in crystalline matter, the presence of many dipoles leads to considering multi-singular Schrödinger operators of the form
$$
-\Delta u-\sum_{i=1}^{k} \frac{\mu_{i}\left(x-a_{i}\right) \cdot d_{i}}{\left|x-a_{i}\right|^{3}} u
$$
where $k \in \mathbb{N},\left\{a_{1}, \ldots, a_{k}\right\} \in \mathbb{R}^{k N}, N \geq 3, a_{i} \neq a_{j}$ for $i \neq j, \mu_{i} \in \mathbb{R},\left(d_{1}, \ldots, d_{k}\right) \in \mathbb{R}^{k N}, \mu_{i}>0$ and $\left|d_{i}\right|=1$ for any $i=1, \ldots, k([19])$.
The authors in [28] studied the elliptic equation with a multi-singular inverse square potential where $\mu_{i}=\mu\left(>\frac{(N-2)^{2}}{4 k}\right)$ on the whole $\mathbb{R}^{N}$.
Existence and multiplicity of solutions to these problems where $\mu_{i}=0,1 \leq i \leq k$, i.e.,
\[

\left\{$$
\begin{array}{cc}
-\Delta u=f_{\lambda}(x, u) & x \in \Omega  \tag{1.1}\\
u(x)=0 & x \in \partial \Omega
\end{array}
$$\right.
\]

have been extensively investigated. For example, for the sublinear $f_{\lambda}=\lambda u^{q}$, subsolutions and supersolutions yield the existence of a unique positive solution to the problem (1.1) for all $\lambda>0$. While for the sublinear $f_{\lambda}=\lambda|u|^{q-1} u$, variational methods provide the existence of infinitely many solutions to the problem (1.1)( See [1]). In the case $f_{\lambda}$ is superlinear, variational tools, such as min-max arguments could be convenient to investigate the existence and multiplicity of solutions. (See [3,32]).
In recent years, much attention has been paid to the existence of nontrivial solutions to the following problem:

$$
\left\{\begin{array}{cc}
-\Delta u-\mu \frac{u}{|x-a|^{2}}=\lambda u+|u|^{2^{*}-2} u & \text { in } \Omega  \tag{1.2}\\
u=0 & \text { on } \partial \Omega
\end{array}\right.
$$

where $a \in \Omega, \quad \mu \in(0, \bar{\mu}), \quad \bar{\mu}=\left(\frac{N-2}{2}\right)^{2}$ and $\lambda \in \mathbb{R}$.
Jannelli [25] considered problem (1.2) and proved that if $0<\mu \leq \bar{\mu}-1$, then the problem (1.2) admits a positive solution for all $\lambda \in\left(0, \lambda_{1}(\mu)\right)$. If $\bar{\mu}-1<\mu<\bar{\mu}$, and $\Omega=B_{1}(0)$, then there exists $\lambda^{*} \in\left(0, \lambda_{1}(\mu)\right)$, such that the problem (1.2) admits a positive solution if and only if $\lambda \in\left(\lambda^{*}, \lambda_{1}(\mu)\right)$, where $\lambda_{1}(\mu)$ is the first eigenvalue of the positive operator $-\Delta-\frac{\mu}{|x|^{2}}$ with Dirichlet boundary condition. Cao and Peng in [14] considered problem (1.2) and proved that for $N \geq 7, \mu \in[0, \bar{\mu}-4)$, problem (1.2) possesses at least a pair of sign-changing solutions for any $\lambda \in\left(0, \lambda_{1}(\mu)\right)$. Cao and Han [11] proved that if $\mu \in\left[0, \bar{\mu}-\left(\frac{N+2}{N}\right)^{2}\right)$, then problem (1.2) admits a nontrivial solution for all $\lambda>0$.
Other relevant papers see $[4,9,17,18,20,22,30]$, and the references therein. The asymptotic behavior of positive solutions to the problem (1.2) had been studied by Chen in [16], by using Moser's iteration method.
Motivated by this large interest, we study here the existence and multiplicity of weak solutions to the following problem

$$
\left\{\begin{array}{cc}
-\Delta u-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u=f_{\lambda}(x, u) & x \in \Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\}  \tag{1.3}\\
u(x)>0 & x \in \Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\} \\
u(x)=0 & x \in \partial \Omega
\end{array}\right.
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ is a smooth bounded domain such that $a_{i} \in \Omega, i=1,2, \ldots, k$ are different points $(k \geq 2) .0 \leq \mu_{i}, f_{\lambda}: \Omega \times \mathbb{R} \longrightarrow \mathbb{R}$ and $\sum_{i=1}^{k} \mu_{i}<\bar{\mu}:=\left(\frac{N-2}{2}\right)^{2}$ which $\bar{\mu}$ is the best constant in the Hardy inequality.
Problem (1.3) has a variational nature; hence, its weak solutions can be found as critical points of a
suitable functional $J_{\lambda}$ defined on the Sobolev space $H_{0}^{1}(\Omega)$, whose analytic construction is recalled in Section 2.
Thanks to this fact, the main approach is based on the direct methods of calculus of variation [16] and [12]. More precisely, under a suitable condition on the nonlinear term $f_{\lambda}$, we are able to prove the existence of at least one (non-trivial) weak solution to problem (1.3) provided that $\lambda$ belongs to a precise bounded interval of positive parameters.
The main novelty of this new framework is that, the nonlinear term $f_{\lambda}$ is the sum of a sublinear and superlinear term. The combined effects of these two types of nonlinearities change the structure of the solution set. See ([2]). In this paper we investigate

$$
f_{\lambda}=Q(x) u^{2^{*}-1}+\lambda u^{q-1}
$$

where $Q(x)$ is a positive bounded function on $\bar{\Omega}, \lambda>0,1 \leq q<2$, and $2^{*}:=\frac{2 N}{N-2}$ is the critical Sobolev exponent.
The plan of the paper is as follows. Section 2 is devoted to our Preliminaries and main results. Next, in Section 3, Theorem 2.1 and some preparatory results (see Lemma 3.1 and Propositions 3.2 and 3.3) are presented. In Section 4 we will use local minimizer method to establish the existence of the first positive solution $u_{\lambda}$ to the problem (1.3). In the last section, we will use the Mountain Pass theorem to establish the existence of the second solution to the problem (1.3).

## 2. Preliminaries

Let $H_{0}^{1}(\Omega)$ to denote the completion of $C_{0}^{\infty}(\Omega)$ with respect to the norm

$$
\|u\|=\|u\|_{H_{0}^{1}(\Omega)}=\left(\int_{\Omega}\left(|\nabla u|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u^{2}\right) d x\right)^{1 / 2}
$$

By using Hardy inequality [4], this norm is equivalent to the usual norm

$$
\left(\int_{\Omega}|\nabla u|^{2} d x\right)^{1 / 2}
$$

The corresponding energy functional of the problem (1.3) is defined by

$$
J_{\lambda}(u)=\frac{1}{2}\|u\|^{2}-\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(u^{+}\right)^{2^{*}} d x-\frac{\lambda}{q} \int_{\Omega}\left(u^{+}\right)^{q} d x
$$

where $u^{+}=\max \{u, 0\}$. Then $J_{\lambda}(u)$ is well defined and of class $C^{1}$ on $H_{0}^{1}(\Omega)$.
The function $u \in H_{0}^{1}(\Omega)$ is said to be a weak solution to the problem (1.3), if $u$ satisfies

$$
\begin{equation*}
\int_{\Omega}\left(\nabla u \nabla \nu-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u \nu-f_{\lambda}\left(x, u^{+}\right) \nu\right) d x=0 \tag{2.1}
\end{equation*}
$$

where

$$
f_{\lambda}\left(x, u^{+}\right)=Q(x)\left(u^{+}\right)^{2^{*}-1}-\lambda\left(u^{+}\right)^{q-1}
$$

for any $\nu \in H_{0}^{1}(\Omega)$. Then the standard elliptic regularity argument yields that

$$
u \in C^{2}\left(\Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right) \cap C^{1}\left(\bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right)
$$

For $0 \leq \mu_{i}<\bar{\mu}$ and $a_{i} \in \Omega, i=1,2, \ldots, k$, define the best constant:

$$
S_{\mu_{i}}:=\inf _{u \in H_{0}^{1}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}\left(|\nabla u|^{2}-\frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u^{2}\right) d x}{\left(\int_{\Omega}|u|^{2^{*}} d x\right)^{2 / 2^{*}}}
$$

which is independent of $\Omega$. (See $[20,25]$ ). Let

$$
\gamma_{i}:=\sqrt{\bar{\mu}}+\sqrt{\bar{\mu}-\mu_{i}}, \quad \gamma_{i}^{\prime}:=\sqrt{\bar{\mu}}-\sqrt{\bar{\mu}-\mu_{i}} .
$$

Catrina and Wang [15] proved that $S_{\mu_{i}}$ is attained by the function

$$
U_{\mu_{i}, a_{i}}(x)=\frac{\left(4 N\left(\bar{\mu}-\mu_{i}\right) /(N-2)\right)^{\frac{N-2}{4}}}{\left(\left|x-a_{i}\right|^{\frac{\gamma_{i}^{\prime}}{\sqrt{\mu}}}+\left|x-a_{i}\right|^{\frac{\gamma_{i}}{\sqrt{\mu}}}\right)^{\sqrt{\bar{\mu}}}}
$$

and for all $\epsilon>0$, the function

$$
V_{\mu_{i}, \epsilon}^{a_{i}}(x):=\epsilon^{-\frac{2-N}{2}} U_{\mu_{i}, a_{i}}\left(\frac{x}{\epsilon}\right),
$$

solves the equation

$$
-\Delta u-\frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u=|u|^{2^{*}-2} u \text { in } \mathbb{R}^{N} \backslash\left\{a_{i}\right\}
$$

In fact we have

$$
\int_{\Omega}\left(\left|\nabla V_{\mu_{i}, \epsilon}^{a_{i}}\right|^{2}-\mu_{i} \frac{\left|V_{\mu_{i}, \epsilon}^{a_{i}}\right|^{2}}{\left|x-a_{i}\right|^{2}}\right) d x=\int_{\Omega}\left|V_{\mu_{i}, \epsilon}^{a_{i}}\right|^{2^{*}} d x=\left(S_{\mu_{i}}\right)^{\frac{N}{2}}
$$

Without loss of generality, we assume that:

$$
\begin{equation*}
0 \leq \mu_{1} \leq \mu_{2} \leq \ldots \leq \mu_{k}<\bar{\mu} \quad \text { and } \quad \sum_{i=1}^{k} \mu_{i}<\bar{\mu} \tag{1}
\end{equation*}
$$

$\left(\mathcal{H}_{2}\right)$ There is an integer index $l, 0<l \leq k$, such that

$$
\min \left\{\frac{S_{\mu_{j}}^{\frac{N}{2}}}{Q\left(a_{j}\right)^{\frac{N-2}{2}}} ; 0<j \leq k\right\}=\frac{S_{\mu_{l}}^{\frac{N}{2}}}{Q\left(a_{l}\right)^{\frac{N-2}{2}}}
$$

and

$$
Q(x)=Q(l)+o\left(\left|x-a_{l}\right|^{2}\right) \text { as } x \longrightarrow a_{l}
$$

$\left(\mathcal{H}_{3}\right)$ There exists an $x_{0} \in \Omega$, such that $Q\left(x_{0}\right)$ is a strict local maximum satisfying

$$
Q\left(x_{0}\right)=Q_{M}=\max _{\bar{\Omega}} Q(x)
$$

and

$$
Q(x)-Q\left(x_{0}\right)=o\left(\left|x-x_{0}\right|^{2}\right) \text { as } x \longrightarrow x_{0}
$$

Moreover

$$
\sum_{i=1}^{k} \frac{\mu_{i}}{\left|a_{i}-x_{0}\right|^{2}}>0 \text { if } x_{0} \neq a_{i}(1 \leq i \leq k)
$$

$\left(\mathcal{H}_{4}\right) 0<\mu_{l} \leq \bar{\mu}-1$ and

$$
\sum_{j=1, j \neq l}^{k} \frac{\mu_{i}}{\left|a_{i}-x_{0}\right|^{2}}>0
$$

where $l$ is given in $\left(\mathcal{H}_{2}\right)$.
Set

$$
S:=\inf _{u \in H_{0}^{1}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}\left(|\nabla u|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u^{2}\right) d x}{\left(\int_{\Omega}|u|^{2^{*}} d x\right)^{2 / 2^{*}}} .
$$

Our main results in this paper are the following:

Theorem 2.1. Suppose that the conditions $\left(\mathcal{H}_{1}\right)$ and $\left(\mathcal{H}_{3}\right)$ hold, then for any solutions $u \in C^{2}\left(\Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right) \cap C^{1}\left(\bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right)$ to the problem (1.3), there exist positive constants $N_{1}, N_{2}$ such that

$$
N_{1}\left|x-a_{i}\right|^{s} \leq u(x) \leq N_{2}\left|x-a_{i}\right|^{s}
$$

for any $x \in B_{r}\left(a_{i}\right) \backslash\left\{a_{i}\right\}$, r sufficiently small and $s=-\left(\sqrt{\bar{\mu}}-\sqrt{\bar{\mu}-\mu_{i}}\right)$.
Theorem 2.2. Suppose that the conditions $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{4}\right)$ hold, then there exists $\Lambda>0$, such that the problem (1.3) has at least two solutions in $H_{0}^{1}(\Omega)$, for any $\lambda \in(0, \Lambda)$.

We emphasize that in the present paper the functional $J_{\lambda}$ does not satisfy (P.S.) condition, leading to lack of compactness in the embeddings

$$
H_{0}^{1}(\Omega) \hookrightarrow L^{2^{*}}(\Omega) \text { and } H_{0}^{1}(\Omega) \hookrightarrow L^{2}\left(\Omega,|x-a|^{-2} d x\right)
$$

with $a \in \Omega$.
So the standard variational method is not applicable directly. We use Moser iteration method to prove theorem 2.1 and critical point theorem to prove theorem 2.2.
More preciesely we use local minimizer method and Mountain Pass theorem to establish the existence of the first and second solutions to the problem (1.3).

## 3. main results

Before giving the proof of theorem 2.1, we introduce a preliminary lemma.
Lemma 3.1. Let $u(x)=\left|x-a_{i}\right|^{s} \nu(x)$ where $s=-\left(\sqrt{\bar{\mu}}-\sqrt{\bar{\mu}-\mu_{i}}\right)$, if $u \in H_{0}^{1}(\Omega)$ is a solution to the problem (1.3), then $\nu(x) \in C^{2}\left(\Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right) \cap C^{1}\left(\bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right)$ and satisfies

$$
\begin{cases}-\operatorname{div}\left(\left|x-a_{i}\right|^{2 s} \nabla \nu(x)\right)=Q(x)\left|x-a_{i}\right|^{2^{*} s} \nu^{2^{*}-1} &  \tag{3.1}\\ +\lambda\left|x-a_{i}\right|^{q s} \nu^{q-1}+\sum_{j=1, j \neq i}^{k} \frac{\mu_{j}}{\left|x-a_{j}\right|^{2}}\left|x-a_{i}\right|^{2 s} \nu & \text { in }, \Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\} \\ \nu(x)>0 & \text { in } \Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\} \\ \nu(x)=0 & \text { on } \partial \Omega\end{cases}
$$

Proof: First note that if $u$ is a solution to the problem (1.3) then, as we mentioned in the introduction, $u \in C^{2}\left(\Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right) \cap C^{1}\left(\bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right)$, and so

$$
\frac{-\operatorname{div}\left(\left|x-a_{i}\right|^{2 s} \nabla \nu(x)\right)}{\left|x-a_{i}\right|^{s}}=-\Delta u-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u+\sum_{j=1, j \neq i}^{k} \frac{\mu_{j}}{\left|x-a_{j}\right|^{2}} u
$$

where $s=-\left(\sqrt{\bar{\mu}}-\sqrt{\bar{\mu}-\mu_{i}}\right)$. Now we claim that

$$
\frac{\operatorname{div}\left(\left|x-a_{i}\right|^{2 s} \nabla \nu\right)}{\left|x-a_{i}\right|^{s}}-\operatorname{div}\left(\nabla\left(\left|x-a_{i}\right|^{s} \nu\right)-\frac{\mu_{i}}{\left|x-a_{i}\right|^{2}}\left|x-a_{i}\right|^{s} \nu=0\right.
$$

In fact

$$
\begin{aligned}
\operatorname{div}\left(\left|x-a_{i}\right|^{2 s} \nabla \nu\right) & =\nabla\left(\left|x-a_{i}\right|^{2 s}\right) \cdot \nabla \nu+\left|x-a_{i}\right|^{2 s} \operatorname{div}(\nabla \nu) \\
& =2 s\left(x-a_{i}\right)\left|x-a_{i}\right|^{2 s-2} \cdot \nabla \nu+\left|x-a_{i}\right|^{2 s} \Delta \nu
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{div}\left(\nabla\left(\left|x-a_{i}\right|^{s} \nu\right)\right)= & \operatorname{div}\left(s\left(x-a_{i}\right)\left|x-a_{i}\right|^{s-2} \nu+\left|x-a_{i}\right|^{s} \nabla \nu\right) \\
= & s \operatorname{div}\left(\left(x-a_{i}\right)\left|x-a_{i}\right|^{s-2} \nu\right)+\operatorname{div}\left(\left|x-a_{i}\right|^{s} \nabla \nu\right) \\
= & s \nabla\left(\left|x-a_{i}\right|^{s-2} \nu\right) \cdot\left(x-a_{i}\right)+s\left|x-a_{i}\right|^{s-2} \nu \operatorname{div}\left(x-a_{i}\right) \\
& +\nabla\left(\left|x-a_{i}\right|^{s}\right) \cdot \nabla \nu+\left|x-a_{i}\right|^{s} \operatorname{div}(\nabla \nu) \\
= & s(s-2) \nu\left|x-a_{i}\right|^{s-4}\left(x-a_{i}\right) \cdot\left(x-a_{i}\right) \\
& +s\left|x-a_{i}\right|^{s-2} \nabla \nu \cdot\left(x-a_{i}\right)+s\left|x-a_{i}\right|^{s-2} \nu N \\
& +s\left(x-a_{i}\right)\left|x-a_{i}\right|^{s-2} \cdot \nabla \nu+\left|x-a_{i}\right|^{s} \Delta \nu \\
= & s(s-2) \nu\left|x-a_{i}\right|^{s-2}+2 s\left|x-a_{i}\right|^{s-2} \nabla \nu \cdot\left(x-a_{i}\right) \\
& +\left|x-a_{i}\right|^{s} \Delta \nu+s\left|x-a_{i}\right|^{s-2} \nu N .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left|x-a_{i}\right|^{s}\left(\operatorname{div}\left(\nabla\left(\left|x-a_{i}\right|^{s} \nu\right)\right)+\frac{\mu_{i}}{\left|x-a_{i}\right|^{2}}\left|x-a_{i}\right|^{s} \nu\right)-\operatorname{div}\left(\left|x-a_{i}\right|^{2 s} \nabla \nu\right) \\
& =s(s-2) \nu\left|x-a_{i}\right|^{2 s-2}+2 s\left|x-a_{i}\right|^{2 s-2} \nabla \nu .\left(x-a_{i}\right)+\left|x-a_{i}\right|^{2 s} \Delta \nu \\
& +s\left|x-a_{i}\right|^{2 s-2} \nu N+\frac{\mu_{i}}{\left|x-a_{i}\right|^{2}}\left|x-a_{i}\right|^{2 s} \nu-2 s\left(x-a_{i}\right)\left|x-a_{i}\right|^{2 s-2} \nabla \nu \\
& -\left|x-a_{i}\right|^{2 s} \Delta \nu=\left|x-a_{i}\right|^{2 s-2} \nu\left(s(s-2)+s N+\mu_{i}\right) .
\end{aligned}
$$

Inserting $s$ and $N-2=2 \sqrt{\bar{\mu}}$ the claim is proved.
Proposition 3.2. If $\nu \in C^{2}\left(\Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right) \cap C^{1}\left(\bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right)$ is positive and satisfies (3.1), then there exists a small number $r_{0}>0$, such that $a_{j} \notin B_{r_{0}}\left(a_{i}\right)$ for $j \neq i$ and

$$
\nu(x) \geq \min _{\left|x-a_{i}\right|=r_{0}} \nu(x)=C_{0}>0 \text { for any } x \in B_{r_{0}}\left(a_{i}\right) \backslash\left\{a_{i}\right\} .
$$

Proof: Let

$$
\phi(t)=\min _{\left|x-a_{i}\right|=t} \nu(x), 0<t_{1} \leq t \leq t_{2}<r_{0}
$$

we define a comparison function

$$
g(x)=A\left|x-a_{i}\right|^{-2 \sqrt{\mu-\mu_{i}}}+B
$$

where $A$ and $B$ are such that

$$
g(x)=\phi\left(t_{j}\right) \text { for }\left|x-a_{i}\right|=t_{j}, j=1,2
$$

More precisely, we have

$$
A=\frac{\phi\left(t_{2}\right)-\phi\left(t_{1}\right)}{t_{2}^{-2 \sqrt{\mu-\mu_{i}}}-t_{1}^{-2 \sqrt{\mu-\mu_{i}}}}
$$

and

$$
B=\frac{\phi\left(t_{2}\right) t_{1}^{-2 \sqrt{\mu-\mu_{i}}}-\phi\left(t_{1}\right) t_{2}^{-2 \sqrt{\mu-\mu_{i}}}}{t_{1}^{-2 \sqrt{\mu-\mu_{i}}}-t_{2}^{-2 \sqrt{\mu-\mu_{i}}}},
$$

where

$$
\phi\left(t_{1}\right)=A t_{1}^{-2 \sqrt{\mu-\mu_{i}}}+B \text { and } \phi\left(t_{2}\right)=A t_{2}^{-2 \sqrt{\mu-\mu_{i}}}+B .
$$

Since

$$
\operatorname{div}\left(\left|x-a_{i}\right|^{2 s} \nabla \nu(x)\right) \leq 0, \forall x \in \Omega \backslash\left\{a_{i}\right\},
$$

where $s$ as in Lemma 3.1, we have

$$
\operatorname{div}\left(\left|x-a_{i}\right|^{2 s} \nabla(\nu(x)-g(x))\right) \leq 0 .
$$

By the choice of $A$ and $B$, we have

$$
\nu(x) \geq g(x) \text { in } \partial\left(B_{t_{2}}\left(a_{i}\right) \backslash B_{t_{1}}\left(a_{i}\right)\right) .
$$

Therefore, by the maximum principle, we obtain

$$
\begin{aligned}
\nu(x) \geq & g(x)=A\left|x-a_{i}\right|^{-2 \sqrt{\mu-\mu_{i}}}+B \\
= & \frac{\left|x-a_{i}\right|^{-2 \sqrt{\mu-\mu_{i}}}-t_{2}^{-2 \sqrt{\mu-\mu_{i}}}}{t_{1}^{-2 \sqrt{\mu-\mu_{i}}}-t_{2}^{-2 \sqrt{\mu-\mu_{i}}}} \phi\left(t_{1}\right) \\
& +d \frac{t_{1}^{-2 \sqrt{\mu-\mu_{i}}}-\left|x-a_{i}\right|^{-2 \sqrt{\mu-\mu_{i}}}}{t_{1}^{-2 \sqrt{\mu-\mu_{i}}}-t_{2}^{-2 \sqrt{\mu-\mu_{i}}}} \phi\left(t_{2}\right) \\
\geq & \frac{\left|x-a_{i}\right|^{2 \sqrt{\mu-\mu_{i}}}-t_{1}^{2 \sqrt{\mu-\mu_{i}}}}{\left|x-a_{i}\right|^{2 \sqrt{\mu-\mu_{i}}}-t_{1}^{2 \sqrt{\mu-\mu_{i}}} t_{2}^{-2 \sqrt{\mu-\mu_{i}}}\left|x-a_{i}\right|^{2 \sqrt{\mu-\mu_{i}}}} \phi\left(t_{2}\right),
\end{aligned}
$$

for all $x \in B_{t_{2}}\left(a_{i}\right) \backslash B_{t_{1}}\left(a_{i}\right)$. Letting $t_{1} \rightarrow 0$, we get

$$
\nu(x) \geq \phi\left(t_{2}\right)=\min _{\left|x-a_{i}\right|=t_{2}} \nu(x)>0, \forall x \in B_{t_{2}}\left(a_{i}\right) \backslash\left\{a_{i}\right\} .
$$

Proposition 3.3. Let $\mathcal{H}_{3}$ and $\mathcal{H}_{4}$ hold. If

$$
\nu \in C^{2}\left(\Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right) \cap C^{1}\left(\bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{k}\right\}\right)
$$

is positive and satisfies (3.1), then $\nu \in L^{\infty}\left(B_{r}\left(a_{i}\right)\right)$ for $r>0$ small enough.
Proof: Let $\eta_{i} \in C_{0}^{\infty}\left(B_{r_{0}}\left(a_{i}\right)\right)$ be a cut-off function in $B_{R}\left(a_{i}\right)$ with $R<r_{0}$ and

$$
\varphi_{i}=\eta_{i}^{2} \nu \nu_{L}^{2 \gamma}, \text { for } \gamma, L>1 \text { and } \nu_{L}=\min \{\nu, L\} \text { for } i=1, \ldots, k \text {. }
$$

Multiply (3.1) by $\varphi_{i}$ and integrate, we have

$$
\begin{aligned}
-\int_{\Omega} \operatorname{div}\left(\left|x-a_{i}\right|^{2 s} \nabla \nu\right) \varphi_{i} d x= & \int_{\Omega} Q(x)\left|x-a_{i}\right|^{2^{*} s} \nu^{2^{*}-1} \varphi_{i} d x \\
& +\lambda \int_{\Omega}\left|x-a_{i}\right|^{q s} \nu^{q-1} \varphi_{i} d x \\
& +\sum_{j=1, j \neq i}^{k} \int_{\Omega} \frac{\mu_{j}}{\left|x-a_{j}\right|^{2}}\left|x-a_{i}\right|^{2 s} \nu \varphi_{i} d x .
\end{aligned}
$$

After a direct calculation, we deduce that

$$
\begin{aligned}
\int_{\Omega}\left|x-a_{i}\right|^{2 s} \nabla \nu \nabla \varphi_{i} d x= & \int_{\Omega} Q(x)\left|x-a_{i}\right|^{2^{*} s} \nu^{2^{*}-1} \varphi_{i} d x \\
& +\lambda \int_{\Omega}\left|x-a_{i}\right|^{q s} \nu^{q-1} \varphi_{i} d x \\
& +\sum_{j=1, j \neq i}^{k} \int_{\Omega} \frac{\mu_{j}}{\left|x-a_{j}\right|^{2}}\left|x-a_{i}\right|^{2 s} \nu \varphi_{i} d x
\end{aligned}
$$

Note that

$$
\nabla \varphi_{i}=2 \eta_{i} \nu \nu_{L}^{2 \gamma} \nabla \eta_{i}+\eta_{i}^{2} \nu_{L}^{2 \gamma} \nabla \nu+2 \gamma \eta_{i}^{2} \nu_{L}^{2 \gamma} \nabla \nu_{L}
$$

holds on the set $\{x ; \nu \leq L\}$. Taking $\xi_{i}(x)=\eta_{i} \nu \nu_{L}^{\gamma}$, we get

$$
\nabla \xi_{i}=\nu \nu_{L}^{\gamma} \nabla \eta_{i}+\eta_{i} \nu_{L}^{\gamma} \nabla \nu+\gamma \eta_{i} \nu_{L}^{\gamma} \nabla \nu_{L} .
$$

Then

$$
\begin{align*}
\int_{\Omega}\left|x-a_{i}\right|^{2 s}\left|\nabla \xi_{i}\right|^{2} d x \leq & C_{0}(\gamma+1) \int_{\Omega}\left|x-a_{i}\right|^{2 s}\left(\nu^{2} \nu_{L}^{2 \gamma}\left|\nabla \eta_{i}\right|^{2}+2 \gamma \eta_{i}^{2} \nu_{L}^{2 \gamma} \nabla \nu \nabla \nu_{L}\right. \\
& \left.+2 \nu \nu_{L}^{2 \gamma} \eta_{i} \nabla \nu . \nabla \eta_{i}+\eta_{i}^{2} \nu_{L}^{2 \gamma}|\nabla \nu|^{2}\right) d x  \tag{3.2}\\
\leq & C_{0}(\gamma+1)\left(\int_{\Omega}\left|x-a_{i}\right|^{2 s} \nu^{2} \nu_{L}^{2 \gamma}\left|\nabla \eta_{i}\right|^{2} d x\right.  \tag{3.3}\\
& +\int_{\Omega} Q(x)\left|x-a_{i}\right|^{2^{*} s} \nu^{2^{*}} \nu_{L}^{2 \gamma} \eta_{i}^{2} d x  \tag{3.4}\\
& +\lambda \int_{\Omega}\left|x-a_{i}\right|^{q s} \eta_{i}^{2} \nu^{q} \nu_{L}^{2 \gamma} d x  \tag{3.5}\\
& \left.+\sum_{j=1, j \neq i}^{k} \int_{\Omega} \frac{\mu_{j}}{\left|x-a_{j}\right|^{2}}\left|x-a_{i}\right|^{2 s} \eta_{i}^{2} \nu^{2} \nu_{L}^{2 \gamma} d x\right)  \tag{3.6}\\
= & C_{0}(\gamma+1)(I+I I+I I I+I V) . \tag{3.8}
\end{align*}
$$

By the choice of $\eta_{i}$, and using Proposition 3.2, we have

$$
\begin{align*}
I I I & \leq \lambda \int_{B_{R}}\left|x-a_{i}\right|^{2 s} \xi_{i}^{2} d x \\
& \leq C_{1}\left(\int_{B_{R}}\left|x-a_{i}\right|^{2^{*} s} \xi_{i}^{2^{*}} d x\right)^{2 / 2^{*}}\left|B_{R}\right|^{2 / N} \tag{3.9}
\end{align*}
$$

On the other hand

$$
\int_{\Omega}\left|x-a_{i}\right|^{2^{*} s} \nu^{2^{*}} \eta_{i}^{2} \nu_{L}^{2 \gamma} d x=\int_{\Omega}\left|x-a_{i}\right|^{2 s} \xi_{i}^{2}\left|x-a_{i}\right|^{\left(2^{*}-2\right) s} \nu^{2^{*}-2} d x .
$$

Again using Holder inequality, $\left(\mathcal{H}_{3}\right)$ and the properties of $\eta_{i}$, we obtain

$$
\begin{equation*}
I I \leq Q_{M}\left(\int_{B_{R}}\left|x-a_{i}\right|^{2^{*} s} \xi_{i}^{2^{*}} d x\right)^{2 / 2^{*}}\left(\int_{B_{R}}\left|x-a_{i}\right|^{2^{*} s} \nu^{2^{*}} d x\right)^{2 / N} \tag{3.10}
\end{equation*}
$$

In the sequal by the choice of the cut-off function $\eta_{i}$, we have

$$
\begin{equation*}
I V \leq C_{1} \int_{B_{R}}\left|x-a_{i}\right|^{2 s} \xi_{i}^{2} d x \leq C_{1}\left(\int_{B_{R}}\left|x-a_{i}\right|^{2^{*} s} \xi_{i}^{2^{*}} d x\right)^{2 / 2^{*}}\left|B_{R}\right|^{2 / N} \tag{3.11}
\end{equation*}
$$

which we use Holder inequality. Now let $R$ be small enough such that

$$
\begin{equation*}
\left(\int_{B_{R}}\left|x-a_{i}\right|^{2^{*}} \nu^{2^{*}} d x\right)^{2 / N}<\frac{1}{C(\gamma+1)} \quad \text { and } \quad\left|B_{R}\right|^{2 / N}<\frac{1}{C(\gamma+1)} \tag{3.12}
\end{equation*}
$$

by Caffarelli-Kohn-Nirenberg inequality [15], we derive

$$
\begin{equation*}
\left(\int_{\Omega}\left|x-a_{i}\right|^{2^{*} s} \xi_{i}^{2^{*}} d x\right)^{2 / 2^{*}} \leq \int_{\Omega}\left|x-a_{i}\right|^{2 s}\left|\nabla \xi_{i}\right|^{2} d x \tag{3.13}
\end{equation*}
$$

Inserting (3.12), (3.13) in (3.9)-(3.11) and (3.2), we obtain that

$$
\int_{\Omega}\left|x-a_{i}\right|^{2 s}\left|\nabla \xi_{i}\right|^{2} d x \leq C_{2}(\gamma+1)\left(\int_{B_{R}}\left|x-a_{i}\right|^{2 s} \nu^{2} \nu_{L}^{2 \gamma}\left|\nabla \eta_{i}\right|^{2} d x\right)
$$

and

$$
\begin{equation*}
\left(\int_{\Omega}\left|x-a_{i}\right|^{2^{*} s} \xi_{i}^{2^{*}} d x\right)^{2 / 2^{*}} \leq C_{2}(\gamma+1)\left(\int_{B_{R}}\left|x-a_{i}\right|^{2 s} \nu^{2} \nu_{L}^{2 \gamma}\left|\nabla \eta_{i}\right|^{2} d x\right) \tag{3.14}
\end{equation*}
$$

Choosing $\gamma+1=2^{*} / 2$ and $\eta_{i}$ to be constants near zero and letting $i$ go to infinity, we obtain that

$$
\nu \in L^{2^{*}}\left(B_{R}\left(a_{i}\right),\left|x-a_{i}\right|^{2^{*} s}\right)
$$

Now let $\eta_{i}$ be a cut-off function in $B_{r+\rho}$ for $r$ sufficiently small and $r+\rho \leq R$ and such that $\left|\nabla \eta_{i}\right|<$ $1 / \rho, \quad \eta_{i} \equiv 1$ on $B_{r}\left(a_{i}\right)$. Taking $0<t<2^{*}-2$ and using the Holder inequality, we have

$$
\begin{align*}
I= & \int_{B_{r+\rho}}\left|x-a_{i}\right|^{2 s} \nu^{2(\gamma+1)}\left|\nabla \eta_{i}\right|^{2} d x \\
\leq & \frac{C_{3}}{\rho^{2}} \int_{B_{r+\rho}}\left|x-a_{i}\right|^{2 s} \nu^{2(\gamma+1)} d x \\
= & \frac{C_{3}}{\rho^{2}} \int_{B_{r+\rho}}\left|x-a_{i}\right|^{(2+t) s} \nu^{2(\gamma+1)}\left|x-a_{i}\right|^{-t s} \\
\leq & \frac{C_{3}}{\rho^{2}}\left(\int_{B_{r+\rho}}\left(\left|x-a_{i}\right|^{(2+t) s} \nu^{2(\gamma+1)}\right)^{2^{*} /(2+t)} d x\right)^{(2+t) / 2^{*}} \\
& \times\left(\int_{B_{r+\rho}}\left(\left|x-a_{i}\right|^{-t s}\right)^{2^{*} /\left(2^{*}-2-t\right)} d x\right)^{\left(2^{*}-2-t\right) / 2^{*}} \\
\leq & \frac{C_{3}}{\rho^{2}}\left(\int_{B_{r+\rho}}\left(\left|x-a_{i}\right|^{(2+t) s} \nu^{2(\gamma+1)}\right)^{2^{*} /(2+t)} d x\right)^{(2+t) / 2^{*}} . \tag{3.15}
\end{align*}
$$

Let

$$
\gamma+1=X^{j}, X=(2+t) / 2, \rho=\left(2 R_{0}\right)^{-j}, j=1,2, \ldots
$$

Then (3.14) leads us to

$$
\begin{equation*}
\left(\int_{B_{r+\rho}}\left|x-a_{i}\right|^{2^{*} s} \nu^{X^{j} \cdot 2^{*}} d x\right)^{\frac{2}{2^{*}}} \leq \frac{C_{4}(\gamma+1)}{\rho^{2}} \times\left(\int_{B_{r+\rho}}\left|x-a_{i}\right|^{2^{*} s} \nu^{X^{j-1} \cdot 2^{*}} d x\right)^{X_{2} / 2^{*}} \tag{3.16}
\end{equation*}
$$

Therefore, replacing $\gamma+1$ and $\rho$ by $\mathcal{X}^{j}$ and $\left(2 R_{0}\right)^{-j}$, respectively, we get

$$
\begin{aligned}
\left(\int_{B_{r}}\left|x-a_{i}\right|^{2^{*} s} \nu^{x^{j} \cdot 2^{*}} d x\right)^{1 /\left(X^{j} 2^{*}\right)} & \leq C_{4}^{\sum_{k=1}^{j}\left(\frac{1}{x^{k}}\right)} X^{\sum_{k=1}^{j}\left(\frac{k}{2 x^{k}}\right)}\left(2 R_{0}\right)^{\sum_{k=1}^{j}\left(\frac{k}{x^{k}}\right)} \\
& \times\left(\int_{B_{r+R_{0} / 2}}\left|x-a_{i}\right|^{2^{*} s} \nu^{2^{*}} d x\right)^{(2+t) /\left(2^{*}\right)}
\end{aligned}
$$

Since the infinite sum in the right-hand side converges, we obtain that $\nu(x)$ is bounded in $B_{r}\left(a_{i}\right)$ by letting $j$ go infinity. (See (2.24) in [12]).

## Proof of Theorem 2.1:

Proof: By the proposition 3.2 we have

$$
\begin{aligned}
u(x)=\left|x-a_{i}\right|^{s} \nu(x) & \geq\left|x-a_{i}\right|^{s} \min _{\left|x-a_{i}\right|=r_{0}} \nu(x)=\left|x-a_{i}\right|^{s} C_{i} \\
& \geq\left|x-a_{i}\right|^{s} \min _{i=1, \ldots, k} C_{i}=\left|x-a_{i}\right|^{s} N
\end{aligned}
$$

for any $x \in B_{r_{0}}\left(a_{i}\right) \backslash\left\{a_{i}\right\}$. On the other hand, by using the proposition (2.2), we have

$$
u(x)=\left|x-a_{i}\right|^{s} \nu(x) \leq M\left|x-a_{i}\right|^{s} \text { for } x \in B_{r}\left(a_{i}\right) \backslash\left\{a_{i}\right\}
$$

where $r \leq r_{0}$ is sufficiently small and $M=\max \left\{\|\nu\|_{L^{\infty}\left(B_{R}\left(a_{i}\right)\right)} \mid \quad 1 \leq i \leq k\right\}$.
Remark 3.4. A generalization of Brezis-Kato's theorem [7] can be obtained by choosing $a(x) \equiv 1, \lambda=\mu$, in Lemma (2.3) of [12] as following:
Let $\Omega_{0}$ be an open-bounded region in $\mathbb{R}^{N}(N \geq 3), 0 \in \Omega_{0}, \mu \geq 0$. Assume that $u \in H^{1}\left(\Omega_{0}\right)$ satisfies $-\Delta u+\mu \frac{u}{|x|^{2}}=u$ in $\Omega_{0}$, in the weak sense of

$$
\int_{\Omega_{0}}\left(\nabla u \cdot \nabla \varphi+\mu \frac{u \varphi}{|x|^{2}}-u \varphi\right) d x \quad \forall \varphi \in H_{0}^{1}\left(\Omega_{0}\right)
$$

Then $u \in L^{q}\left(\Omega_{0}\right)$ for all $1 \leq q<\infty$.

## 4. Existence of the first solution

In this section, we will use the local minimizer method to establish the existence of a positive solution $u_{\lambda}$ to the problem (1.3) In order to obtain the minimizer $u_{\lambda}$, our functional $J_{\lambda}$ has to satisfy Palais-Smale compactness condition. We recall that a functional $I$ on a Banach Space $X$ satisfies the Palais-Smale condition on the level $c$ (shortly $(P . S)_{c}$ ) if any sequence $\left\{\nu_{n}\right\}$ in $X$ such that $I\left(\nu_{n}\right) \rightarrow c$ and $I^{\prime}\left(\nu_{n}\right) \rightarrow 0$ in $X^{-1}$ as $n \rightarrow \infty$, has a convergent (in the norm of $X$ ) subsequence.

Lemma 4.1. Assume that the $\left(\mathcal{H}_{1}\right)$ and $\left(\mathcal{H}_{3}\right)$ hold. The functional $J_{\lambda}$ satisfies $(P . S)_{c}$ condition for all $c<0$.

Proof: Let $\left\{u_{n}\right\} \subset H_{0}^{1}(\Omega)$ be a $(P . S)_{c}$ sequence. We have

$$
\begin{equation*}
J_{\lambda}\left(u_{n}\right) \rightarrow c<0, J_{\lambda}^{\prime}\left(u_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty \tag{4.1}
\end{equation*}
$$

From $\left(\mathcal{H}_{3}\right)$ and (4.1) for $n$ large enough we get

$$
\begin{equation*}
-c \geq \frac{-Q_{M}}{N}\left\|u_{n}^{+}\right\|_{2^{*}}^{2^{*}}+\lambda\left(\frac{-1}{2}+\frac{1}{q}\right)\left\|u_{n}^{+}\right\|_{q}^{q} \tag{4.2}
\end{equation*}
$$

By Hardy inequality, $u_{n}$ is bounded in $H_{0}^{1}(\Omega)$. Therefore, up to a subsequence, we may assume that

$$
\begin{array}{ll}
u_{n} \rightharpoonup u_{0} & \text { in } H_{0}^{1}(\Omega) \\
u_{n} \rightarrow u_{0} & \text { a.e. in } \Omega \\
u_{n} \rightarrow u_{0} & \text { in } L^{t}(\Omega), \text { for } 1<t<2^{*} .
\end{array}
$$

It follows from the expression of $\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), \varphi\right\rangle$ that if $u_{0}$ is a weak solution to the problem (1.3), then we have

$$
\begin{equation*}
J_{\lambda}\left(u_{0}\right)=\frac{1}{N} \int_{\Omega} Q(x) u_{0}^{2^{*}} d x-\lambda\left(\frac{1}{q}-\frac{1}{2}\right) \int_{\Omega} u_{0}^{q} d x \tag{4.3}
\end{equation*}
$$

Let

$$
\Lambda=\frac{\frac{1}{2 N} S^{N / 2}+\frac{Q_{N}}{N} \int_{\Omega} u_{0}^{2^{*}} d x}{\left(\frac{1}{q}-\frac{1}{2}\right) \int_{\Omega} u_{0}^{q} d x} .
$$

Then $\Lambda>0$ and $J_{\lambda}\left(u_{0}\right) \geq-\frac{1}{2 N} S^{N / 2}$ for any $\lambda \in(0, \Lambda)$. Now fix $\lambda \in(0, \Lambda)$. We have

$$
J_{\lambda}\left(u_{n}\right)=\frac{1}{2} \int_{\Omega}\left(\left|\nabla u_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u_{n}^{2}\right) d x-\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(u_{n}^{+}\right)^{2^{*}} d x-\frac{\lambda}{q} \int_{\Omega}\left(u_{n}^{+}\right)^{q} d x .
$$

Let $u_{n}=u_{0}+\omega_{n}$. Since $u_{0}$ is a weak solution to the problem (1.3) then $\omega_{n} \rightharpoonup 0$ weakly in $H_{0}^{1}(\Omega)$. Hence

$$
\begin{equation*}
\omega_{n} \rightarrow 0 \text { strongly in } L^{t}(\Omega) \text { for all } 1<t<2^{*} \text { and } \int_{\Omega}\left(\omega_{n}^{+}\right)^{t} d x \rightarrow 0 . \tag{4.4}
\end{equation*}
$$

Since $u_{n} \rightarrow u_{0}$ pointwise almost everywhere in $\Omega$, from (4.2) and using the Brezis-Lieb Lemma [8] we have

$$
\begin{equation*}
\int_{\Omega} Q(x)\left(\omega_{n}^{+}+u_{0}\right)^{2^{*}} d x=\int_{\Omega} Q(x)\left(\omega_{n}^{+}\right)^{2^{*}} d x+\int_{\Omega} Q(x) u_{0}^{2^{*}} d x+o(1), \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega}\left(\omega_{n}^{+}+u_{0}\right)^{q} d x=\int_{\Omega}\left(\omega_{n}^{+}\right)^{q} d x+\int_{\Omega} u_{0}^{q} d x+o(1) . \tag{4.6}
\end{equation*}
$$

From (4.4), (2.1) and Holder inequlity, we have

$$
\begin{align*}
& \int_{\Omega}\left(\nabla \omega_{n} \nabla u_{0}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \omega_{n} u_{0}\right) d x \rightarrow 0 .  \tag{4.7}\\
J_{\lambda}\left(u_{n}\right)= & \frac{1}{2} \int_{\Omega}\left(\left|\nabla\left(\omega_{n}+u_{0}\right)\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}}\left(\omega_{n}+u_{0}\right)^{2}\right) d x \\
& -\frac{1}{2^{*}}\left(\int_{\Omega} Q(x)\left(\omega_{n}^{+}\right)^{2^{*}} d x+\int_{\Omega} Q(x) u_{0}^{2^{*}} d x+o(1)\right) \\
& -\frac{\lambda}{q}\left(\int_{\Omega}\left(\omega_{n}^{+}\right)^{q} d x+\int_{\Omega} u_{0}^{q} d x+o(1)\right) \\
= & \frac{1}{2} \int_{\Omega}\left(\left|\nabla \omega_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \omega_{n}^{2}\right) d x \\
& +\int_{\Omega}\left(\nabla \omega_{n} \nabla u_{0}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \omega_{n} u_{0}\right) d x \\
& +\frac{1}{2} \int_{\Omega}\left(\left|\nabla u_{0}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u_{0}^{2}\right) d x-\frac{1}{2^{*}} \int_{\Omega} Q(x) u_{0}^{2^{*}} d x \\
& -\frac{\lambda}{q} \int_{\Omega} u_{0}^{q} d x-\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(\omega_{n}^{+}\right)^{2^{*}}-\frac{\lambda}{q} \int_{\Omega}\left(\omega_{n}^{+}\right)^{q} d x+o(1),
\end{align*}
$$

where $\omega_{n}:=u_{n}-u_{0}$. From (4.4), (4.5), (4.6) and (4.7) we have

$$
\begin{align*}
J_{\lambda}\left(u_{n}\right)= & J_{\lambda}\left(u_{0}\right)+\frac{1}{2} \int_{\Omega}\left(\left|\nabla \omega_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \omega_{n}^{2}\right)  \tag{4.8}\\
& -\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(\omega_{n}^{+}\right)^{2^{*}} d x-\frac{\lambda}{q} \int_{\Omega}\left(\omega_{n}^{+}\right)^{q}+o(1) .
\end{align*}
$$

So

$$
\begin{aligned}
\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), u_{n}\right\rangle= & \int_{\Omega}\left(\left|\nabla \omega_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \omega_{n}^{2}\right) d x-\int_{\Omega} Q(x)\left(\omega_{n}^{+}\right)^{2^{*}} d x \\
& -\lambda \int_{\Omega}\left(\omega_{n}^{+}\right)^{q} d x+\int_{\Omega}\left(\left|\nabla u_{0}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u_{0}^{2}\right) d x \\
& -\int_{\Omega} Q(x) u_{0}^{2^{*}} d x-\lambda \int u_{0}^{q} d x+o(1) \\
= & \int_{\Omega}\left(\left|\nabla \omega_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \omega_{n}^{2}\right) d x-\int_{\Omega} Q(x)\left(\omega_{n}^{+}\right)^{2^{*}} d x+o(1) .
\end{aligned}
$$

We may assume that

$$
\int_{\Omega}\left(\left|\nabla \omega_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \omega_{n}^{2}\right) d x \rightarrow b,
$$

and

$$
\int_{\Omega} Q(x)\left(\omega_{n}^{+}\right)^{2^{*}} \rightarrow b \geq 0
$$

It follows from the definition of $S$ that
$\int_{\Omega}\left(\left|\nabla \omega_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \omega_{n}^{2}\right) d x \geq S\left(\int_{\Omega}\left(\omega_{n}^{+}\right)^{2^{*}} d x\right)^{2 / 2^{*}}$,
and so $b \geq S b^{2 / 2^{*}}$. Assume $b \neq 0$, then $b \geq S^{N / 2}$. From (4.3) and (4.8) we get

$$
\begin{aligned}
0>c+o(1)= & J_{\lambda}\left(u_{0}\right)+\frac{1}{2} \int_{\Omega}\left(\left|\nabla \omega_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \omega_{n}^{2}\right) d x \\
& -\frac{1}{2^{*}} \int_{\Omega}\left(\omega_{n}^{+}\right)^{2^{*}} d x+o(1) \\
= & J_{\lambda}\left(u_{0}\right)+\frac{1}{N} b+o(1) \geq \frac{1}{2 N} S^{N / 2}
\end{aligned}
$$

But $\frac{1}{2 N} S^{N / 2}>0$ and this is a contradiction. So $b=0$, i.e., $u_{n} \rightarrow u_{0}$ in $H_{0}^{1}(\Omega)$.

## Existence of the first positive solution:

Let $\phi \in H_{0}^{1}(\Omega)$ such that $\|\phi\|=1$. Then for $t>0$, we have

$$
J_{\lambda}(t \phi)=\frac{t^{2}}{2}\|\phi\|^{2}-\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x)\left(\phi^{+}\right)^{2^{*}} d x-\frac{\lambda t^{q}}{q} \int_{\Omega}\left(\phi^{+}\right)^{q} d x .
$$

Using the auxiliary function $f(t)=a t^{2}-b t^{2^{*}}-c t^{q}$, one can obtain

$$
\begin{equation*}
\text { there is } t_{0}>0 \text { such that for } 0<t<t_{0}, J_{\lambda}(t \phi)<0 \text {. } \tag{4.9}
\end{equation*}
$$

$J_{\lambda}(u)$ is of class $C^{1}$ in $H_{0}^{1}(\Omega)$ and bounded from bellow for $\lambda \in(0, \Lambda)$. So $c_{\lambda}:=\inf _{u \in \bar{B}_{\rho}} J_{\lambda}(u)$ is a critical value of $J_{\lambda}$ and (4.9) implies that

$$
c_{\lambda}:=\inf _{u \in \bar{B}_{\rho}} J_{\lambda}(u)<0, \text { for } 0<\rho<\mathrm{t}_{0} \text { and } \lambda \in(0, \Lambda) .
$$

Since $J_{\lambda}$ satisfies the $(P S)_{c}$ condition for $c<0$, thus it can achieve its minimum $c_{\lambda}$ at $u_{\lambda}$, i.e, $c_{\lambda}=J_{\lambda}\left(u_{\lambda}\right)$. Moreover, $u_{\lambda}$, satisfies the problem (1.3).

## 5. Existence of the second solution

Due the previous section, $u_{\lambda}$ is a local minimizer of functional $J_{\lambda}$. We may assume that it is an isolated minimizer. In this section, we will use the Mountain Pass theorem to establish the existence of the second solution to the problem (1.3) of the form $u=u_{\lambda}+\nu$, where $u_{\lambda}$ is the solution obtained in the previous section and $0<\nu \in \Omega \backslash\left\{a_{1}, \ldots, a_{k}\right\}$. To prove this, we show that the assumption $\nu=0$ leads to contradiction.
Let $u=u_{\lambda}+\nu$. The corresponding equation for $\nu$ is

$$
\begin{align*}
-\Delta \nu-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \nu & =Q(x)\left(u_{\lambda}+\nu\right)^{2^{*}-1}  \tag{5.1}\\
& +\lambda\left(u_{\lambda}+\nu\right)^{q-1}-Q(x) u_{\lambda}^{2^{*}-1}-\lambda u_{\lambda}^{q-1}
\end{align*}
$$

Define

$$
g(x, t)= \begin{cases}Q(x)\left(u_{\lambda}+t\right)^{2^{*}-1}+\lambda\left(u_{\lambda}+t\right)^{q-1}-Q(x) u_{\lambda}^{2^{*}-1}-\lambda u_{\lambda}^{q-1} & t \geq 0 \\ 0 & t<0\end{cases}
$$

and

$$
G(\nu)=\int_{0}^{\nu} g(x, t) d t
$$

Then

$$
I_{\lambda}(\nu)=\frac{1}{2} \int_{\Omega}\left(|\nabla \nu|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \nu^{2}\right) d x-\int_{\Omega} G(\nu) d x
$$

Clearly there is one-to-one correspondence between critical points of $I_{\lambda}$ in $H_{0}^{1}(\Omega)$ and weak solutions to the problem 5.1. Being $u_{\lambda}$ the critical point of $J_{\lambda}$ in $H_{0}^{1}(\Omega)$ concluds that $\nu=0$ be a critical point of $I_{\lambda}$ in $H_{0}^{1}(\Omega)$.

Lemma 5.1. $\nu=0$ is a local minimum of $I_{\lambda}$ in $H_{0}^{1}(\Omega)$.
Proof: For any $\nu \in H_{0}^{1}(\Omega)$, write $\nu=\nu^{+}-\nu^{-}, \nu^{ \pm}=\max \{ \pm \nu, 0\}$. We have

$$
\begin{aligned}
I_{\lambda}(\nu)= & \frac{1}{2} \int_{\Omega}\left(\left|\nabla\left(\nu^{+}-\nu^{-}\right)\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}}\left(\nu^{+}-\nu^{-}\right)^{2}\right) d x \\
& -\int_{\Omega} G\left(\nu^{+}-\nu^{-}\right) d x
\end{aligned}
$$

Using definition of $g$, one has

$$
\begin{aligned}
G\left(\nu^{+}-\nu^{-}\right) & =\int_{0}^{\nu^{+}-\nu^{-}} g(x, t) d t \\
& =\int_{0}^{\nu^{+}} g(x, t) d t+\int_{\nu^{+}}^{\nu^{+}-\nu^{-}} g(x, t) d t \\
& =\int_{0}^{\nu^{+}} g(x, t) d t+\int_{0}^{-\nu^{-}} g(x, t) d t \\
& =\int_{0}^{\nu^{+}} g(x, t) d t
\end{aligned}
$$

Note that

$$
\begin{aligned}
\|\nu\|^{2} & =\int_{\Omega}\left(|\nabla \nu|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \nu^{2}\right) d x \\
& =\left\|\nu^{+}\right\|^{2}+\left\|\nu^{-}\right\|^{2}
\end{aligned}
$$

which we used the inner product of $\nu^{+}$and $\nu^{-}$. Then

$$
\begin{aligned}
I_{\lambda}(\nu)= & \frac{1}{2} \int_{\Omega}\left(|\nabla \nu|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \nu^{2}\right) d x \\
& -\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(\left(u_{\lambda}+\nu^{+}\right)^{2^{*}}-u_{\lambda}^{2^{*}}-2^{*} u_{\lambda}^{2^{*}-1} \nu^{+}\right) d x \\
& -\frac{\lambda}{q} \int_{\Omega}\left(\left(u_{\lambda}+\nu^{+}\right)^{q}-u_{\lambda}^{q}-q u_{\lambda}^{q} \nu^{+}\right) d x
\end{aligned}
$$

A direct computation shows that

$$
\begin{aligned}
I_{\lambda}(\nu) & =\frac{1}{2} \int_{\Omega}\left(\left|\nabla \nu^{-}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \nu^{-2}\right) d x+J_{\lambda}\left(u_{\lambda}+\nu^{+}\right)-J_{\lambda}\left(u_{\lambda}\right) \\
& =\frac{1}{2}\left\|\nu^{-}\right\|^{2}+J_{\lambda}\left(u_{\lambda}+\nu^{+}\right)-J_{\lambda}\left(u_{\lambda}\right)
\end{aligned}
$$

Since $u_{\lambda}$ is a local minimizer of $J_{\lambda}$ in $H_{0}^{1}(\Omega), J_{\lambda}\left(u_{\lambda}+\nu^{+}\right)-J_{\lambda}\left(u_{\lambda}\right)>0$ for $\epsilon$ small enough hence $I_{\lambda}(\nu) \geq \frac{1}{2}\left\|\nu^{-}\right\|^{2}$ as long as $\|\nu\| \leq \epsilon$.

We will prove the existence of the second solution to the problem (1.3) by contradiction.
Lemma 5.2. $I_{\lambda}$ satisfies the $(P . S)_{c}$ condition for any

$$
c<c^{*}=\frac{1}{N} \min \left\{\frac{S_{\mu_{l}}^{N / 2}}{Q\left(a_{l}\right)^{\frac{N-2}{2}}}, \frac{S_{0}^{N / 2}}{Q(M)^{\frac{N-2}{2}}}\right\}
$$

Proof: Let $\left\{\nu_{n}\right\} \subset H_{0}^{1}(\Omega)$ be such that

$$
I_{\lambda}\left(\nu_{n}\right) \rightarrow c<c^{*}, \quad \quad I_{\lambda}^{\prime}\left(\nu_{n}\right) \rightarrow 0 \text { in } H^{-1}(\Omega)
$$

Recall that

$$
\begin{aligned}
I_{\lambda}\left(\nu_{n}\right)= & \frac{1}{2} \int_{\Omega}\left(\left|\nabla \nu_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \nu_{n}^{2}\right) d x \\
& -\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(\left(u_{\lambda}+\nu_{n}^{+}\right)^{2^{*}}-u_{\lambda}^{2^{*}}-2^{*} u_{\lambda}^{2^{*}-1} \nu_{n}^{+}\right) d x \\
& -\frac{\lambda}{q} \int_{\Omega}\left(\left(u_{\lambda}+\nu_{n}^{+}\right)^{q}-u_{\lambda}^{q}-q u_{\lambda}^{q} \nu_{n}^{+}\right) d x
\end{aligned}
$$

From Holder inequality, we have

$$
\begin{align*}
\int_{\Omega}\left(u_{\lambda}+\nu_{n}^{+}\right)^{q} d x & \leq\left(\int_{\Omega}\left(\left|u_{\lambda}+\nu_{n}^{+}\right|^{q}\right)^{2 / q} d x\right)^{q / 2}\left(\int_{\Omega} 1 d x\right)^{(2-q) / 2} \\
& \leq C_{1}\left(\int_{\Omega}\left|u_{\lambda}+\nu_{n}^{+}\right|^{2} d x\right)^{q / 2} \\
& \leq C\left(\int_{\Omega}\left|\nabla\left(u_{\lambda}+\nu_{n}^{+}\right)\right|^{2} d x\right)^{q / 2}  \tag{5.2}\\
& =C\left\|u_{\lambda}+\nu_{n}^{+}\right\|^{q} \leq C\left(\left\|u_{\lambda}\right\|+\left\|\nu_{n}^{+}\right\|\right)^{q} \\
& \leq 2^{q-1} C\left(\left\|u_{\lambda}\right\|^{q}+\left\|\nu_{n}^{+}\right\|^{q}\right)
\end{align*}
$$

Using Holder inequality, (2.1) and (5.2), one has

$$
\begin{aligned}
2^{*} I_{\lambda}\left(\nu_{n}\right)-\left\langle I_{\lambda}^{\prime}\left(\nu_{n}\right), u_{\lambda}+\nu_{n}\right\rangle= & \frac{2}{N-2}\left\|\nu_{n}\right\|^{2}-\int_{\Omega}\left(\nabla u_{\lambda} \nabla \nu_{n}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u_{\lambda} \nu_{n}\right) d x \\
& +\left(2^{*}+1\right) \int_{\Omega}\left(Q(x) u_{\lambda}^{2^{*}-1} \nu_{n}^{+}+\lambda u_{\lambda}^{q} \nu_{n}^{+}\right) d x \\
& +\lambda\left(\frac{q-2^{*}}{q}\right) \int_{\Omega}\left(u_{\lambda}+\nu_{n}^{+}\right)^{q} d x \\
& +\int_{\Omega} Q(x)\left(u_{\lambda}+\nu_{n}^{+}\right)^{2^{*}-1} \nu_{n}^{-} d x+\lambda \int_{\Omega}\left(u_{\lambda}+\nu_{n}^{+}\right)^{q-1} \nu_{n}^{-} d x \\
& +\int_{\Omega} Q(x) u_{\lambda}^{2^{*}-1} \nu_{n}^{-} d x+\lambda \int_{\Omega} u_{\lambda}^{q} \nu_{n}^{-} d x+\lambda \int_{\Omega} u_{\lambda}^{q+1} d x \\
\geq & \frac{2}{N-2}\left\|\nu_{n}\right\|^{2}-\lambda \frac{2^{*}-q}{q} \int_{\Omega}\left(u_{\lambda}+\nu_{n}^{+}\right)^{q} d x \\
\geq & \frac{2}{N-2}\left\|\nu_{n}\right\|^{2}-2^{q-1} C \lambda \frac{2^{*}-q}{q}\left(\left\|u_{\lambda}\right\|^{q}+\left\|\nu_{n}^{+}\right\|^{q}\right) .
\end{aligned}
$$

Thus for $n$ large enough

$$
\begin{align*}
2^{*} c+1 & +o(1)\left\|u_{\lambda}+\nu_{n}\right\| \\
& \geq 2^{*} I_{\lambda}\left(\nu_{n}\right)-\left\langle I_{\lambda}^{\prime}\left(\nu_{n}\right), u_{\lambda}+\nu_{n}\right\rangle  \tag{5.3}\\
& \geq \frac{2}{N-2}\left\|\nu_{n}\right\|^{2}-2^{q-1} C \lambda \frac{2^{*}-q}{q}\left(\left\|u_{\lambda}\right\|^{q}+\left\|\nu_{n}^{+}\right\|^{q}\right)
\end{align*}
$$

From (5.3) we get that $\left\{\nu_{n}\right\}$ is bounded in $H_{0}^{1}(\Omega)$. Up to a subsequence, there exists $\nu_{\infty} \in H_{0}^{1}(\Omega)$ such that

$$
\begin{align*}
& \nu_{n} \rightharpoonup \nu_{\infty} \quad \text { weakly in } H_{0}^{1}(\Omega) \\
& \nu_{n} \rightharpoonup \nu_{\infty} \quad \text { weakly in } L^{2}\left(\Omega,\left|x-a_{i}\right|^{2}\right) \text { for } 1 \leq i \leq k, \\
& \nu_{n} \rightharpoonup \nu_{\infty} \quad \text { weakly in } L^{2^{*}}(\Omega)  \tag{5.4}\\
& \nu_{n} \rightarrow \nu_{\infty} \quad \text { a.e. in } \Omega \\
& \nu_{n} \rightarrow \nu_{\infty} \quad \text { in } L^{t}(\Omega) \text { for } 1<t<2^{*} .
\end{align*}
$$

Now we will prove $\nu_{n} \rightarrow \nu_{\infty}$ strongly in $H_{0}^{1}(\Omega)$. By Brezis-Lieb Lemma, we obtain that

$$
\begin{equation*}
I_{\lambda}\left(\nu_{n}\right)=\frac{1}{2} \int_{\Omega}\left(\left|\nabla \nu_{n}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} \nu_{n}^{2}\right) d x-\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(\nu_{n}^{+}\right)^{2^{*}} d x+o(1) \tag{5.5}
\end{equation*}
$$

Using the concentration compactness principle [27], there exists a subsequence, still denoted by $\nu_{n}$, at most countable set $\mathcal{J}$, a set of different points $\left\{x_{j}\right\}_{j \in \mathcal{J}} \subset \Omega \backslash\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$, real numbers $\tilde{\mu}_{x_{j}}, \tilde{\nu}_{x_{j}}, j \in \mathcal{J}$ and $\tilde{\mu}_{a_{i}}, \tilde{\nu}_{a_{i}}, \tilde{\gamma}_{a_{i}},(1 \leq i \leq k)$ such that

$$
\begin{align*}
& \left|\nabla \nu_{n}\right|^{2} \rightharpoonup d \tilde{\mu} \geq\left|\nabla \nu_{\infty}\right|^{2}+\sum_{j \in \mathcal{J}} \tilde{\mu}_{x_{j}} \delta_{x_{j}}+\sum_{i=1}^{k} \tilde{\mu}_{a_{i}} \delta_{a_{i}} \\
& \left|\nu_{n}\right|^{2^{*}} \rightharpoonup d \tilde{\nu}=\left|\nu_{\infty}\right|^{2^{*}}+\sum_{j \in \mathcal{J}} \tilde{\nu}_{x_{j}} \delta_{x_{j}}+\sum_{i=1}^{k} \tilde{\nu}_{a_{i}} \delta_{a_{i}}  \tag{5.6}\\
& \frac{\left|\nu_{n}\right|^{2}}{\left|x-a_{i}\right|^{2}} \rightharpoonup d \tilde{\gamma}=\frac{\left|\nu_{\infty}\right|^{2}}{\left|x-a_{i}\right|^{2}}+\tilde{\gamma}_{a_{i}} \delta_{a_{i}}
\end{align*}
$$

It follows from $I_{\lambda}^{\prime}\left(\nu_{n}\right) \rightarrow 0$ that $\nu_{\infty}$ is a critical point of $I_{\lambda}$ in $H_{0}^{1}(\Omega)$. By Sobolev inequalities, we get

$$
S_{0} \tilde{\nu}_{x_{j}^{2 *}}^{\frac{2}{2^{*}}} \leq \tilde{\mu}_{x_{j}} \text { for } j \in \mathcal{J} \text { and } S_{\mu_{i}} \tilde{\nu}_{a_{i}^{* *}}^{\frac{2}{2^{*}}} \leq \tilde{\mu}_{a_{i}}-\mu_{i} \tilde{\gamma}_{a_{i}}, 1 \leq i \leq k
$$

Similar to Lemma 3.1 of [12] we can prove that for any $j \in \mathcal{J}$, either $\tilde{\nu}_{x_{j}}=0$ or $Q\left(x_{j}\right) \tilde{\nu}_{x_{j}} \geq \frac{S_{0}^{N / 2}}{Q_{M}^{\frac{N-2}{2}}}$.
Thus $\mathcal{J}$ is finite.
From (5.6) and using the arguments in Lemma 3.1 of [12], one concludes that

$$
\begin{align*}
c & =I_{\lambda}\left(\nu_{n}\right)-\frac{1}{2}\left\langle I_{\lambda}^{\prime}\left(\nu_{n}\right), \nu_{n}\right\rangle+o(1) \\
& =\frac{1}{N} \int_{\Omega} Q(x)\left(\nu_{n}^{+}\right)^{2^{*}} d x+o(1)  \tag{5.7}\\
& =\frac{1}{N}\left(\int_{\Omega} Q(x)\left(\nu_{n}^{+}\right)^{2^{*}} d x+\sum_{j \in \mathcal{J}} Q\left(x_{j}\right) \tilde{\nu}_{x_{j}}+\sum_{i=1}^{k} Q\left(a_{i}\right) \tilde{\nu}_{a_{i}}\right)
\end{align*}
$$

If there exists a $j \in \mathcal{J}$ such that $\tilde{\nu}_{x_{j}} \neq 0$, or there is an $i \in\{1,2, \ldots, k\}$, such that $\tilde{\nu}_{a_{i}} \neq 0$, from $\left(\mathcal{H}_{2}\right)$ and $\left(\mathcal{H}_{3}\right)$ we deduce that

$$
c \geq \frac{1}{N} \min \left\{\frac{S_{\mu_{1}}^{N / 2}}{Q\left(a_{1}\right)^{\frac{N-2}{2}}}, \frac{S_{\mu_{2}}^{N / 2}}{Q\left(a_{2}\right)^{\frac{N-2}{2}}}, \ldots, \frac{S_{\mu_{k}}^{N / 2}}{Q\left(a_{k}\right)^{\frac{N-2}{2}}}, \frac{S_{0}^{N / 2}}{Q_{M}^{\frac{N-2}{2}}}\right\}=c^{*}
$$

which contradicts the assumption $c<c^{*}$. So $\tilde{\nu}_{a_{i}}=0$ for every $1 \leq i \leq k$ and we derive that $\nu_{n} \longrightarrow \nu_{\infty}$ strongly in $H_{0}^{1}(\Omega)$.

Now we show that there is a nonnegative function $\nu_{l} \in H_{0}^{1}(\Omega)$ such that $\sup _{t \geq 0} I_{\lambda}\left(t \nu_{l}\right) \leq c^{*}$ which is given in Lemma 5.2. Set

$$
u_{\mu, \epsilon}^{a_{i}}(x)=\varphi(x) V_{\mu, \epsilon}^{a_{i}}(x)=\epsilon^{-\frac{N-2}{2}} \varphi(x) U_{\mu, a_{i}}\left(\frac{x}{\epsilon}\right)
$$

where $a_{i} \in \Omega, 0<\mu<\bar{\mu}$ and $\varphi \in C_{0}^{\infty}\left(B_{r_{0}}\left(a_{i}\right)\right)$ satisfying:

$$
0 \leq \varphi \leq 1, \varphi \equiv 1, \forall x \in B_{r_{0} / 2}\left(a_{i}\right)
$$

## Completion of the proof of Theorem 2.2.

Proposition 5.3. Suppose that $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{3}\right)$ hold. Then $I_{\lambda}$ has at least one nonzero critical point.
Proof: Let

$$
\begin{equation*}
\nu=0 \text { be the uniqe critical point of } I_{\lambda} \tag{5.8}
\end{equation*}
$$

Define

$$
c_{\lambda}^{*}=\inf _{h \in \Gamma} \max _{t \in[0,1]} I_{\lambda}(h(t))
$$

where

$$
\Gamma=\left\{h \in C\left([0,1], H_{0}^{1}(\Omega)\right) ; h(\nu=0)=0, h(1)=t u_{\mu, \epsilon}^{a_{i}}\right\}
$$

By Lemma 5.1, $\nu=0$ is a local minimizer of $I_{\lambda}$ moreover $I_{\lambda}\left(t u_{\mu, \epsilon}^{a_{i}}\right) \rightarrow-\infty$ as $t \rightarrow \infty$.
To use the Mountain Pass theorem whenever $c_{\lambda}^{*}>0$ and the Ghoussoub-Preiss version [22] whenever $c_{\lambda}^{*}=0$, that is enough to estimate the Mountain Pass level $c_{\lambda}^{*}$ such that $c_{\lambda}^{*}<c^{*}$, where $c^{*}$ is given in

Lemma 5.2.
Thanks to $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$

$$
\frac{S_{\mu_{l}}^{\frac{N}{2}}}{Q\left(a_{l}\right)^{\frac{N-2}{2}}}<\frac{S_{0}^{\frac{N}{2}}}{Q_{M}^{\frac{N-2}{2}}},
$$

and

$$
c^{*}=\frac{1}{N} \frac{S_{\mu_{l}}^{\frac{N}{2}}}{Q\left(a_{l}\right)^{\frac{N-2}{2}}} .
$$

Then we get

$$
I_{\lambda}\left(t u_{\mu, \epsilon}^{a_{i}}\right)=\frac{t^{2}}{2} \int_{\Omega}\left(\left|\nabla u_{\mu, \epsilon}^{a_{i}}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}}\left(u_{\mu, \epsilon}^{a_{i}}\right)^{2}\right) d x-\int_{\Omega} G\left(t u_{\mu, \epsilon}^{a_{i}}\right) d x .
$$

From the elementary inequality

$$
(a+b)^{p} \geq a^{p}+b^{p}+p a^{p-1} b, \quad p>1, a, b \geq 0,
$$

one has

$$
g(x, t) \geq Q(x)\left(2^{*}-1\right) u_{\lambda}^{2^{*}-2} t+Q(x) t^{2^{*}-1}
$$

and so

$$
\begin{align*}
G\left(t u_{\mu, \epsilon}^{a_{i}}\right) & =\int_{0}^{t u_{\mu, \epsilon}^{a_{i}}} g(x, t) d t \geq \int_{0}^{t u_{\mu, \epsilon}^{a_{i}}} Q(x)\left(\left(2^{*}-1\right) u_{\lambda}^{2^{*}-2} t+t^{2^{*}-1}\right) d t  \tag{5.9}\\
& =Q(x)\left(\frac{2^{*}-1}{2} t^{2} u_{\lambda}^{2^{*}-2}\left(u_{\mu, \epsilon}^{a_{i}}\right)^{2}+\frac{1}{2^{*}} t^{2^{*}}\left(u_{\mu, \epsilon}^{a_{i}}\right)^{2^{*}}\right),
\end{align*}
$$

Choose the support of $\varphi(x)$ so small such that $\operatorname{supp} \varphi \subset B_{r_{0}}$. By Theorem 2.1,

$$
u_{\lambda} \geq N_{0}>0 \quad \text { on } B_{r}\left(a_{i}\right) \backslash\left\{a_{i}\right\},
$$

then we have

$$
\begin{aligned}
I_{\lambda}\left(u_{\mu, \epsilon}^{a_{i}}\right) \leq & \frac{t^{2}}{2} \int_{\Omega}\left(\left|\nabla u_{\mu, \epsilon}^{a_{i}}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}}\left(u_{\mu, \epsilon}^{a_{i}}\right)^{2}\right) d x \\
& -\frac{2^{*}-1}{2} t^{2} N_{0}^{2^{*}-2} \int_{\Omega}\left(Q(x)\left(u_{\mu, \epsilon}^{a_{i}}\right)^{2} d x-\frac{1}{2^{*}} t^{2^{*}} \int_{\Omega} Q(x)\left(u_{\mu, \epsilon}^{a_{i}}\right)^{2^{*}} d x\right. \\
\leq & \frac{t^{2}}{2} \int_{\Omega}\left(\left|\nabla u_{\mu, \epsilon}^{a_{i}}\right|^{2}-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}}\left(u_{\mu, \epsilon}^{a_{i}}\right)^{2}\right) d x \\
& -\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x)\left(u_{\mu, \epsilon}^{a_{i}}\right)^{2^{*}} d x .
\end{aligned}
$$

Due to the $\mathcal{H}_{2}$, set $i=l$ and define $\nu_{l}=u_{\mu_{l}, \epsilon}^{l}$. By Lemma (3.3) of [12] we have

$$
\sup _{t \geq 0} I_{\lambda}\left(t \nu_{l}\right) \leq \frac{S_{\mu_{l}}^{\frac{N}{2}}}{N Q\left(a_{l}\right)^{\frac{N-2}{2}}}=c^{*} \text { for } \mu_{l}<\bar{\mu}-1 .
$$

Then for $t \geq 0$, we have that $c_{\lambda}^{*} \leq \sup _{t>0} I_{\lambda}\left(t \nu_{l}\right) \leq c^{*}$. So for $t>0$ there exists at least one nonzero critical point of Mountain Pass type and this is contradiction by the assumption (5.8).

Remark 5.4. In Proposition (4.1) of [12] by taking $Q(x) \equiv 1, \delta=0$ and using Ljusternik-Schnirelman theory, we have the Dirichlet problem

$$
\left\{\begin{array}{cc}
-\Delta u-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u=|u|^{2^{*}-2} u & \text { in } \Omega \\
u=0 & \text { on } \partial \Omega
\end{array}\right.
$$

admits a nontrivial solution.
Remark 5.5. Using Nehari manifold has been proved that the following semilinear elliptic equation:

$$
\left\{\begin{array}{cc}
-\Delta u-\sum_{i=1}^{k} \frac{\mu_{i}}{\left|x-a_{i}\right|^{2}} u=|u|^{2^{*}-2} u+\lambda|u|^{q-2} u & x \in \Omega \\
u(x)=0 & x \in \partial \Omega
\end{array}\right.
$$

has at lest two positive solutions, there are still some interesting problems that we have not answered, that: Are the solutions obtained by Nehari manifold method different from the solutions that we find in this paper?
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