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Stability Analysis of the High-order Multistep Collocation Method for the Functional

Integral Equations with Constant Delays

P. Darania and S. Pishbin

abstract: The results on the stability of recurrences play an important role in the theory of dynamical
systems and computer science in connection to the notions of shadowing and controlled chaos. In this paper,
stability properties of high-order multistep collocation method for functional integral equations of Volterra
integral equations with constant delays type with respect to significant test equations are investigated.
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1. Introduction

For many years, the subject of functional equations has held a prominent place in the attention of
mathematicians. In more recent years this attention has been directed to a particular kind of functional
equation, an integral equation, wherein the unknown function occurs under the integral sign. The study
of this kind of equation is sometimes referred to as the inversion of a definite integral.

Probably, one of the first question in classical dynamical systems can be stability which motivated
the introduction of new mathematical tools in engineering, particularly in control engineering. Stability
theory has been of interest to mathematicians and astronomers for a long time and has had a stimulating
impact on these fields. The specific problem of attempting to prove that the solar system is stable
accounted for the introduction of many new methods (see e.g. [2]- [4] and reference therein).

Functional delay integral equations model physical systems where the evolution does not only depend
on the present state of the system but also on the past history. Such models are found, for example, in
population dynamics and epidemiology, where the delay is due to a gestation or maturation period, or in
numerical control, where the delay arises from the processing in the controller feedback loop.

In [5], H. Brunner applied collocation type methods for numerical solution of functional integral
equations and discussed about their connection with iterated collocation methods. V. Horvat [6], had
investigated the collocation methods for Volterra integral equations with delay arguments. P. Darania
[7], had considered the nonlinear Volterra integral equations with constant delays θ(t) = t− τ , τ > 0, of
the form

y(t) =







g(t) + (V y)(t) + (Vτy)(t), t ∈ I = [0, T ],

φ(t), t ∈ [−τ, 0),
(1.1)

where

(V y)(t) =

∫ t

0

k1(t, s, y(s))ds, (1.2)
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(Vτy)(t) =

∫ t−τ

0

k2(t, s, y(s))ds, (1.3)

and the given functions, φ : [−τ , 0] → R, g : I → R, k1 : D × R → R, D = {(t, s) : 0 ≤ s ≤ t ≤ T } and
k2 : Dτ × R → R, Dτ = I × [−τ , T − τ ] are at least continuous on their domains.

In the first part of this note, we will study the basic materials of the multistep collocation method.
Next, we will study the convergence and superconvergence of this method, which has been presented in
[7]- [9]. The linear stability is analyzed in section 3 and the paper is closed in section 4, by showing the
stability regions for the multistep collocation method on some numerical examples.

2. Preliminaries

Let tn = nh, (n = 0, . . . , N, tN = T, h = τ
r̃

for som r̃ ∈ N) define a uniform partition for
I = [0, T ], and let ΩN := {0 = t0 < t1 < · · · < tN = T }, σ0 := [t0, t1], σn := (tn, tn+1] (1 ≤ n ≤ N − 1).
With a given mesh ΩN , we associate the set of its interior points, ZN := {tn : n = 1, . . . , N − 1}. For a

fixed N ≥ 1 and, for given integer m ≥ 1, the piecewise polynomial space S
(−1)
m−1(ZN ) is defined by

S
(−1)
m−1(ZN ) := {u : u|σn

= uh ∈ Πm−1, 0 ≤ n ≤ N − 1},

where Πm−1 denotes the set of (real) polynomials of a degree not exceeding m− 1.

Let uh = u|σn
, u ∈ S

(−1)
m−1(ZN ), for all t ∈ σn, we have

uh(tn + sh) =
r−1
∑

k=0

ϕk(s)yn−k +
m
∑

j=1

ψj(s)Un,j , s ∈ [0, 1], n = r, r + 1, . . . , N − 1, (2.1)

where Un,j = uh(tn,j), yn−k = uh(tn−k) and

ϕk(s) =

m
∏

i=1

s− ci

−k − ci
·

r−1
∏

i=0
i6=k

s+ i

−k + i
, ψj(s) =

r−1
∏

i=0

s+ i

cj + i
·

m
∏

i=1
i6=j

s− ci

cj − ci
. (2.2)

The collocation solution uh will be determined by imposing the condition that uh satisfies the integral
equation (1.1) on the finite set XN = {tn,j = tn + cjh, j = 1, 2, ...,m}

uh(t) =







g(t) + (V uh)(t) + (Vτuh)(t), t ∈ XN ,

φ(t), t ∈ [−τ , 0),
(2.3)

where {cj}
m
j=1, 0 ≤ c1 < · · · < cm ≤ 1, the set of collocation parameters. After some computations, the

exact multistep collocation method is obtained by collocating both sides of (2.3) at the points t = tn,j
for j = 1, 2, . . . ,m and computing yn+1 = uh(tn+1):











Un,j = Dn,j , j = 1, 2, . . . ,m,

yn+1 =

r−1
∑

k=0

ϕk(1)yn−k +

m
∑

j=1

ψj(1)Un,j , n = r, r + 1, . . . , N − 1,
(2.4)

where Dn,j = D(tn,j) and

D(tn,j) = g(tn,j) +







(V uh)(tn,j) + Φ(tn,j), tn,j − τ < 0,

(V uh)(tn,j) + (Vτuh)(tn,j), tn,j − τ ≥ 0,
(2.5)

Φ(tn,j) =

∫ tn,j−τ

0

k2(tn,j , s, φ(s))ds, j = 1, 2, . . . ,m, n = 0, 1, . . . , r̃ − 1, (2.6)
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(Vτuh)(tn,j) =



















































































−h

[

∫ 1

cj

k2(tn,j , tn−r̃ + sh, φ(tn−r̃ + sh))ds

+

−1
∑

i=n−r̃+1

∫ 1

0

k2(tn,j , ti + sh, φ(ti + sh))ds

]

, tn,j − τ < 0,

h

[

n−r̃−1
∑

i=0

∫ 1

0

k2(tn,j , ti + sh, uh(ti + sh))ds

+

∫ cj

0

k2(tn,j , tn−r̃ + sh, un−r̃(tn−r̃ + sh))ds

]

, tn,j − τ ≥ 0,

(2.7)

(V uh)(tn,j) = h

n−1
∑

i=0

∫ 1

0

k1(tn,j , ti + sh, uh(ti + sh))ds

+h

∫ cj

0

k1(tn,j , tn + sh, uh(tn + sh))ds.

(2.8)

By using quadrature formulas with the weights wl and nodes dl, l = 1, . . . , µ1, for integrating on [0, 1],
and the weights wj,l and nodes dj,l, l = 1, . . . , µ0 for integrating on [0, ci], with positive integers µ0 and
µ1, one can write











Yn,j = D̄n,j, j = 1, 2, . . . ,m,

yn+1 =

r−1
∑

k=0

ϕk(1)yn−k +

m
∑

j=1

ψj(1)Yn,j , n = r, r + 1, . . . , N − 1,
(2.9)

where
D̄(tn,j) = g(tn,j) + (V̄ uh)(tn,j) + (V̄τuh)(tn,j), (2.10)

(V̄ uh)(tn,j) = h

n−1
∑

i=0

µ
1
∑

l=1

wlk1(tn,j , ti + dlh, Pi(ti + dlh))

+h

µ
0
∑

l=1

wj,lk1(tn,j , tn + dj,lh, Pn(tn + dj,lh)),

(2.11)

(V̄τuh)(tn,j) =







































































−h

(

−1
∑

i=n−r̃+1

µ
1
∑

l=1

wlk2(tn,j , ti + dlh, φ(ti + dlh))

+

µ
1
∑

l=1

w̄j,lk2(tn,j , tn−r̃ + ξj,lh, φ(tn−r̃ + ξj,lh))

)

, tn,j − τ < 0,

h

(

n−r̃−1
∑

i=0

µ
1
∑

l=1

wlk2(tn,j , ti + dlh, Pi(ti + dlh))

+

µ
0
∑

l=1

wj,lk2(tn,j , tn−r̃ + dj,lh, Pn−r̃(tn−r̃ + dj,lh))

)

, tn,j − τ ≥ 0,

(2.12)

and ξj,l := cj + (1 − cj)dl, w̄j,l := (1 − cj)wl, j = 1, . . . ,m, l = 1, . . . , µ1. Also, the discretized
multistep collocation polynomial, denoted by

Pn(tn + sh) =

r−1
∑

k=0

ϕk(s)yn−k +

m
∑

j=1

ψj(s)Yn,j , s ∈ [0, 1], n = r, . . . , N − 1. (2.13)
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For more detail see [7].

Let uh ∈ S
(−1)
m−1(ZN ) denote the (exact) collocation solution to (1.1) defined by (2.4). In convergence

analysis, we consider the linear test equation

y(t) =







g(t) +

∫ t

0

k1(t, s)y(s)ds+

∫ t−τ

0

k2(t, s)y(s)ds, t ∈ I,

φ(t), t ∈ [−τ, 0),
(2.14)

where k1 ∈ C(D) and k2 ∈ C(Dτ ).

Theorem 2.1. Let the given functions in (2.14) satisfy g ∈ Cp(I), k1 ∈ Cp(D), k2 ∈ Cp(Dτ ), φ ∈
Cp([−τ , 0]), and for t ∈ [0, τ ] the integral

Φ(t) :=

∫ t−τ

0

k2(t, s)φ(s)ds, (2.15)

is known exactly. Also, suppose that the starting error is

‖ y − uh ‖∞,[0,tr]= O(hp), (2.16)

and

ρ(A) < 1, (2.17)

where p = m+ r and ρ denotes the spectral radius and

A =

[

0(r−1)×1 Ir−1

ϕr−1(1) ϕr−2(1), ..., ϕ0(1)

]

. (2.18)

Then for all sufficiently small h = τ
r̃
, (r̃ ∈ N) the constrained mesh collocation solution uh ∈ S

(−1)
m−1(ZN )

to (2.14), satisfies

‖ E ‖∞≤ Chp, (2.19)

where E(t) = y(t) − uh(t) be the error of the exact collocation method (2.10) and C is positive constant
not depending on h. This estimate holds for all collocation parameters {cj} with 0 ≤ c1 < · · · < cm ≤ 1.

Proof. For proof see [7]. �

Theorem 2.2. Let the assumptions of Theorem 2.1 hold, except that the integrals

Φ(t) =

∫ t−τ

0

k2(t, s)φ(s)ds, t = tn,j , n = 0, 1, ..., r̃ − 1,

are now approximated by quadrature formulas Φ̄(t), with corresponding quadrature errors E0(t) := Φ(t)−
Φ̄(t), such that

‖E0(t)‖ ≤ hq (2.20)

for some q > 0. Then the collocation solution uh ∈ S
(−1)
m−1(ZN ) satisfies, for all sufficiently small h > 0,

‖ E ‖∞≤ Chp, (2.21)

with p := min{m+ r, q}, where C are finite constants not depending on h.

Proof. For proof see [7]. �
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3. Stability analysis

The solution of the given Volterra integral equations with constant delays is found by solving associated
collocation solutions. If no rounding errors were introduced into this process then their exact solution
Un,j would be obtained at each mesh points tn,j. The essential idea defining stability is that the numerical
process should not cause any small perturbations introduced through rounding at any stage to grow and
ultimately dominate the solution.

To make the analysis of stability amenable to mathematical analysis, a definition based on the growth
of the exact solution is used. Then, if rounding errors or perturbations are introduced at any stage in
time, then these errors will also be bounded if the exact solution is bounded. The first approach to
stability analysis is called matrix stability analysis. To establish the criterion for stability properties of
exact and discretized multistep method, consider the basic test equation

y(t) =







1 + λ

∫ t

0

y(s)ds+ λ

∫ t−τ

0

y(s)ds, t ∈ [0, T ],

φ(t), t ∈ [−τ , 0).
(3.1)

To state the main results of stability properties of the method, we define
∫ cj

0

ϕk(s)ds = Ωjk,

∫ cj

0

ψl(s)ds = ρjl,

∫ 1

0

ϕk(s)ds = βk,

∫ 1

0

ψl(s)ds = γl,
∫ 1

0

φ(ti + sh)ds = φ̃i,

(3.2)

and introduce the vectors and matrices

Un = [Un,1, ..., Un,m]T , y
(r)
n = [yn, ..., yn−r+1]

T ,

u = [1, ..., 1]T ∈ Rm, βββ = [β0, ..., βr−1]
T ,

γγγ = [γ1, ..., γm]T , ψψψ(1) = [ψ1(1), ..., ψm(1)]T ,

ϕϕϕ(1) = [ϕ0(1), ..., ϕr−1(1)]
T , ϕϕϕ(0) = [ϕ0(0), ..., ϕr−1(0)]

T ,

ΩΩΩ = (Ωik) ∈ Rm×r, ρρρ = (ρij) ∈ Rm×m,

φ̂̂φ̂φn−r̃ = [

∫ 1

c1

φ(tn−r̃ + sh)ds, . . . ,

∫ 1

cm

φ(tn−r̃ + sh)]T ,

A1 =

[

−ψψψT (1)
0r×m

]

(r+1)×m

, B1 =

[

01×r 0
Ir 0r×1

]

(r+1)×(r+1)

,

A2 =

[

−ψψψT (0)
0r×m

]

(r+1)×m

, B2 =

[

01×r 0
Ir 0r×1

]

(r+1)×(r+1)

.

C1 =

[

1 −φφφT (1)
0r×1 Ir

]

(r+1)×(r+1)

, C2 =

[

1 −φφφT (0)
0r×1 Ir

]

(r+1)×(r+1)

,

(3.3)

Remark 3.1. [5] In the following, we assume that, the solution of equation (3.1) is continuous at t = 0,
in the other words, the initial function φ(t) is such that

g(0) +

∫ −τ

0

k2(0, s)φ(s)ds = φ(0).
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Theorem 3.2. The exact multistep collocation method (2.1) and (2.4), applied to the test equation (3.1),
leads to the following recurrence relation

Yn = T(z)Yn−1 +N(z), (3.4)

where

Yn =

















yn+1

y
(r)
n

Un

yn−r̃+1

y
(r)
n−r̃

Un−r̃

















, (3.5)

T(z) ∈ R(2m+2r+2)×(2m+2r+2) is the stability matrix and is given by

T(z) = [P(z)]
−1

M(z), N(z) = [P(z)]
−1

J(z), (3.6)

with z = λh and

P(z) =









0 −zΩΩΩ Im − zρρρ 0 −zΩΩΩ −zρρρ
0 −zΩΩΩ Im − zρρρ 0 0 0

C1 A1 0 0

0 0 C2 A2









, (3.7)

M(z) =









0 z(uuuβββT −ΩΩΩ) Im + z(uuuγγγT − ρρρ) 0 z(uuuβββT −ΩΩΩ) z(uuuγγγT − ρρρ)
0 z(uuuβββT −ΩΩΩ) Im + z(uuuγγγT − ρρρ) 0 0 0

B1 0 0 0

0 0 B2 0









, (3.8)

J(z) = −z









0

uφ̃n−r̃−1 − φ̂̂φ̂φn−r̃

0

0









2m+2r+2×1

. (3.9)

Proof. By the notations of this section and from equation

y(tn + sh) =
r−1
∑

k=0

ϕk(s)yn−k +
m
∑

j=1

ψj(s)Yn,j , s ∈ [0, 1],

we have

yn+1 = ϕϕϕT (1)y(r)
n +ψψψT (1)Un, (3.10)

and

yn−r̃ = ϕϕϕT (0)y
(r)
n−r̃ +ψψψT (0)Un−r̃, (3.11)

which can be written in the following matrices forms

C1

[

yn+1

y
(r)
n

]

+A1Un = B1

[

yn

y
(r)
n−1

]

, (3.12)

C2

[

yn−r̃

y
(r)
n−r̃

]

+A2Un−r̃ = B2

[

yn−r̃

y
(r)
n−r̃−1

]

, (3.13)

where Ai,Ci and Bi, i = 1, 2 are given by (3.3). Now, we apply the equations (2.9)-(2.12) (multistep
method) on the test equation (3.1) to get
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Un =























































u+ z

{

u

[

n−1
∑

i=0

βββTy
(r)
i +

n−1
∑

i=0

γγγTUi +

n−r̃−1
∑

i=0

βββTy
(r)
i +

n−r̃−1
∑

i=0

γγγTUi

]

+ΩΩΩ(y
(r)
n−r̃ + y

(r)
n ) + ρρρ(Un−r̃ +Un)

}

, tn,j − τ ≥ 0,

u+ z

{

u

[

n−1
∑

i=0

βββTy
(r)
i +

n−1
∑

i=0

γγγTUi −

−1
∑

i=n−r̃

φ̃i

]

+ΩΩΩy
(r)
n + ρρρUn − φ̂̂φ̂φn−r̃

}

, tn,j − τ < 0.

(3.14)

The computation of the difference Un−Un−1 by substituting the (3.14) for both terms Un and Un−1,
for tn,j − τ ≥ 0, leads to

(Im − zρρρ)Un − zρρρUn−r̃ − zΩΩΩy
(r)
n − zΩΩΩy

(r)
n−r̃ = (Im + z(uγγγT − ρρρ))Un−1

+z
{

(uγγγT − ρρρ)Un−r̃−1

+(uβββT −ΩΩΩ)y
(r)
n−1

+(uβββT −ΩΩΩ)y
(r)
n−r̃−1

}

,

(3.15)

and for tn,j − τ < 0, we get

(Im − zρρρ)Un − zΩΩΩy
(r)
n = (Im + z(γγγT − ρρρ))Un−1 − zuφ̃n−r̃−1 − zφ̂̂φ̂φn−r̃. (3.16)

Now we conclude from (3.12),(3.13), (3.15) and (3.16) that

P(z)

















yn+1

y
(r)
n

Un

yn−r+1

y
(r)
n−r

Un−r

















= M(z)

















yn

y
(r)
n−1

Un−1

yn−r

y
(r)
n−r−1

Un−r−1

















+ J(z), (3.17)

or more compactly as

Yn = T(z)Yn−1 +N(z), (3.18)

where T(z) and N(z) are known and this completes the proof. �

Theorem 3.3. Suppose that the hypotheses of Theorem 3.2 hold and ‖T(z)‖ ≤ 1. Then the difference
method (3.18) stable.

Proof. In general the difference equations for a equation (3.1) can be written in matrix form

Yn = T(z)Yn−1 +N(z). (3.19)

Applied recursively (3.19) gives

Yn = Tn(z)Y0 +Tn−1(z)N(z) +Tn−2(z)N(z) + · · ·+N(z), (3.20)

where Y0 is the vector of initial values and N(z) is vector of the known initial condition φ(x).
The next stage is to consider the propagation of a perturbation, and to do this end consider the vector

of initial values Y0 perturbed to Y∗
0 (if we assume no more rounding errors occur), then we have

Y∗
n = Tn(z)Y∗

0 +Tn−1(z)N(z) +Tn−2(z)N(z) + · · ·+N(z). (3.21)
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Define the perturbation or error vector e to be e = Y∗ −Y. Then

en = Y∗
n −Yn = Tn(z)e0, n = r, ..., N − 1. (3.22)

The multistep collocation method will be stable when en remains bounded at n increases indefinitely. In
other words e0 propagates according to

en = Tn(z)e0. (3.23)

Hence, for compatible matrix and vector norms,

‖en‖ ≤ ‖Tn(z)‖‖e0‖. (3.24)

Lax defines [17] the difference scheme as stable if there exists L > 0, such that ‖Tn(z)‖ ≤ L. This
condition clearly limits the amplification of any initial perturbation and therefore of any rounding errors
since ‖en‖ ≤ L‖e0‖. Since

‖Tn(z)‖ ≤ ‖T(z)‖n, (3.25)

it follows that the Lax definition of stability is satisfied as long as ρ(T(z)) ≤ ‖T(z)‖ ≤ 1.
�

Now, let us define

Ω̃jk =

µ
0
∑

l=1

ωjlϕk(djl), ρ̃ik =

µ
0
∑

l=1

ωilψk(dil),

β̃k =

µ
1
∑

l=1

ωlϕk(dl), γ̃j =

µ
1
∑

l=1

ωlψj(dl),

and introduce the vectors and matrices

β̃ββ = [β̃0, ..., β̃r−1]
T , γ̃γγ = [γ̃1, ..., γ̃m]T , Ω̃ΩΩ = (Ω̃ik) ∈ Rm×r, ρ̃ρρ = (ρ̃ij) ∈ Rm×m.

Then, we have the following Theorem:

Theorem 3.4. The discretized multistep collocation method (2.9) and (2.13), applied to the test equation
(3.1), leads to the following recurrence relation

Yn = T̃(z)Yn−1 + Ñ(z),

where

Yn =

















yn+1

y
(r)
n

Un

yn−r̃+1

y
(r)
n−r̃

Un−r̃

















,

T̃(z) ∈ R(2m+2r+2)×(2m+2r+2) is the stability matrix and is given by

T̃(z) =
[

P̃(z)
]−1

M̃(z), Ñ(z) =
[

P̃(z)
]−1

J(z),

with z = λh and

P̃(z) =









0 −zΩ̃ΩΩ Im − zρ̃ρρ 0 −zΩ̃ΩΩ −zρ̃ρρ

0 −zΩ̃ΩΩ Im − zρ̃ρρ 0 0 0

C1 A1 0 0

0 0 C2 A2









,
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M̃(z) =











0 z(uuuβ̃ββ
T
− Ω̃ΩΩ) Im + z(uuuγ̃γγT − ρ̃ρρ) 0 z(uuuβ̃ββ

T
− Ω̃ΩΩ) z(uuuγ̃γγT − ρ̃ρρ)

0 z(uuuβ̃ββ
T
− Ω̃ΩΩ) Im + z(uuuγ̃γγT − ρ̃ρρ) 0 0 0

B1 0 0 0

0 0 B2 0











,

Ai,Bi, Ci, i = 1, 2 and J(z) are matrices defined in (3.3) and (3.9).

Proof. It is similar to the proof of Theorem 3.2. �

The stability function of the method with respect to (3.1) is defined as

p(w, z) = det(wI2m+2r+2 −T(z)). (3.26)

To investigate the stability properties of the exact multistep method, it is more convenient to work with
the polynomial obtained by multiplying the stability function (3.26) by its denominator. The resulting
polynomial will be denoted by the same symbol p(w, z). Denoting by w1, w2, . . . , w2m+2r+2, the roots of
the polynomial p(w, z), the region of absolute stability of the methods is defined by

S := {z ∈ C : |wi(z)| < 1, i = 1, 2, . . . , 2m+ 2r + 2}.

For this method, we have

p(w, z) =

2m+2r+2
∑

i=0

pi(z)w
i, (3.27)

where pi(z), i = 0, 1, . . . , 2m + 2r + 2, are polynomials of degree less than or equal to 2m. To obtain
the region of absolute stability, we use the boundary locus method [10]. Inserting w = eiθ, the roots of
(3.27) describe the stability region [16].

−3 −2.5 −2 −1.5 −1 −0.5 0
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

Real(z) 

Im
ag

e(
z)

 

Figure 1: Stability region for multistep collocation method with m = 1, r = 3 and c1 = 1 (convergence).

4. Examples for stability regions

In this section, we illustrate the theoretical results obtained in the previous section by the following
examples. All computations are performed by MATLAB software.
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Figure 2: Stability region for multistep collocation method with m = 2, r = 3 and c1 = 0.7, c2 = 1 (convergence).

Figure 3: Stability region for multistep collocation method with m = 2, r = 3 and c1 = 21

38
, c2 = 1 (superconver-

gence).

Consider multistep collocation method with r steps and m collocation parameters ci, i = 1, 2, . . . ,m.
The stability polynomial for this family of methods is of the form

p(w, z) =

2m+2r+2
∑

i=0

pi(z)w
i,

where pi(z), i = 0, 1, . . . , 2m+ 2r + 2 are polynomials of degree less than or equal to 2m.
Note that, Figure 1. shows the stability region for multistep collocation method with m = 1, r = 3

and c1 = 1. Figures 2. and 3. show stability region for multistep collocation method with m = 2, r =
3, (c1, c2) = (0.7, 1) and m = 2, r = 3 with superconvergence collocation parameters [8] (c1, c2) = (2138 , 1),
respectively.

Remark 4.1. In the discretized multistep collocation method, the order of applied quadrature rules is at
least the same proved order for multistep collocation method in section 2. These rules are exact for the
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ϕk(s), k = 0, 1, . . . , r − 1 and ψj(s), j = 1, 2, . . . ,m, since these polynomials are of degree 2m + 2r + 2.

Thus for multistep collocation method, we have T (z) = T̃ (z) and so the stability regions plotted in Figures
1-3 don’t change for the discretized cases.
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