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On Power Integral Bases for Certain Pure Sextic Fields

Lhoussain El Fadil

abstract: In their paper [1], Shahzad Ahmad et. al. gave a characterization on any pure sextic number
field Q(m1/6) with square-free integers m 6= 1 satisfying m 6≡ ±1(mod 9) to have a power integral bases or
to do not. In this paper, for these results, we give a new easier proof than that given in [1]. We further
investigate the cases m ≡ 1(mod 4) independently to the satisfaction of m2 ≡ 1(mod 9), m ≡ 1(mod 9), and

the number fields defined by x2
r

3
t

− m, where r, t are two non-negative integers with 1 ≤ r + t, and m is
a square free integer are investigated. The proposed proofs are based on Dedekind’s criterion and on prime
ideal factorization.

Key Words: Power integral basis, Sextic number field, Dedekind’s criterion, Prime ideal factoriza-
tion.
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1. Introduction

Let K be a number field defined by a monic irreducible polynomial f(x) ∈ Z[x]. We denote by ZK

its ring of integers . For any element θ ∈ ZK , we said that θ generates a power integral basis of K if
(1, θ, · · · , θn−1) is a Z-basis of ZK , where n is the degree [K : Q]; ZK = Z[θ]. When a field K has a power
integral basis, the field K is said to be monogenic, and not monogenic otherwise. It is called a problem
of Hasse to characterize whether the ring of integers of an algebraic number field has a power integral
basis or does not [6,10,9]. Let K = Q(m1/6) be a pure sextic field such that m is a square-free integer.
In [12], It was proved that for m ≡ 1(mod 4) satisfying m 6≡ ±1(mod 9), K is not monogenic. In [1], if
m 6≡ 1(mod 4) and m 6≡ ±1(mod 9), then based on the existence of power relative integral bases of their
quadratic and cubic subfields, it was shown that K is monogenic. In this paper, based on prime ideal
factorization, we prove that if m is a square free integer such that m ≡ 1(mod 4) or m ≡ 1(mod 9), then
K is not monogenic. If m 6≡ 1(mod 4) and m 6≡ ±1(mod 9), then we show that K is monogenic.

2. Main results

Our below main theorem gives a precise test on any square free integer m 6= 1 for the integral
closedness of Z[α], where α is a complex root of f(x) = xn −m ∈ Z[x].

Theorem 2.1. Let K = Q(α) be a number field, where α is a root of an irreducible polynomial f(x) =
xn −m ∈ Z[x], with m 6= 1 is a square free integer.
If for every rational prime integer p dividing n and not dividing m, νp(mp−1 − 1) = 1, then Z[α] is
integrally closed.

Corollary 2.2. Under the hypothesis of Theorem 2.1,

1. Let f(x) = x2r

− m ∈ Z[x], where r is a natural integer. If m ≡ 2 or 3(mod 4), then Z[α] is the
ring of integers of K.

2. Let f(x) = x3r

−m ∈ Z[x], where r is a natural integer. If m 6≡ ∓1(mod 9), then Z[α] is the ring
of integers of K.
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3. Let f(x) = x2r3t

− m ∈ Z[x], where r and t are natural integers. If m ≡ 2 or 3(mod 4) and
m 6≡ ∓1(mod 9), then Z[α] is the ring of integers of K.

Proposition 2.3. Under the above hypothesis, let f(x) = x6 − m ∈ Z[x]. If m 6≡ 1(mod 4) and
m 6≡ ∓1(mod 9), then K is monogenic. Especially, α generates a power integral basis of ZK .

Theorem 2.4. Under the above hypothesis, let f(x) = x6−m ∈ Z[x]. If m ≡ 1(mod 4) or m ≡ 1(mod 9),
then number K is not monogenic.

Remark 2.1. 1. In [1], it was shown that if m ≡ 1(mod 4) satisfying m 6≡ ∓1(mod 9), then ZK is
not monogenic. Here in Theorem 2.4, we show that if m ≡ 1(mod 4), then ZK is not monogenic
independently to the satisfaction of the condition m 6≡ ∓1(mod 9).

2. The investigation given in [1] does not cover the case m ≡ ∓1(mod 9).

3. Proofs

Now, we tackle the proofs of our main theorem:

Proof: of Theorem 2.1.
Since the discriminant of f(x) is △(f) = ∓nnmn−1, thanks to the formula linking the discriminant,
the index and △(f), Z[α] is integrally closed if and only if p does not divide the index (ZK : Z[α])
for every rational prime factor p dividing nm. Let p be a rational prime integer dividing m. Then

according to Dedekind’s criterion notations [14,3], f(x) ≡ xn(mod p) holds and M(x) = f(x)−xn

p = −m
p .

As m is square free, x̄ does not divide M(x) modulo p. Thus p does not divide the index (ZK : Z[α]).
Now, let p be a rational prime integer dividing n and not dividing m. Set n = prq, where q ∈ N

such that p does not divide q. Then by the little Fermat’s theorem, f(x) ≡ (xqpr−1

− m)p(mod p) and

f(x) = ((xqpr−1

−m) +m)p −m =
∑p−1

k=0 C
p
km

k(xqpr−1

−m)p−k +mp −m, where Cp
k is the kth binomial

coefficient. As mp − m ≡ 0(mod p), f(x) ≡ ((xqpr−1

− m)p. Let (xqpr−1 −m) =
∏t

i=1 ḡi
ei (x) be the

factorization of (xqpr−1 −m) into powers of irreducible polynomials in Fp[x], where every gi(x) ∈ Z[x]
is a monic polynomial. As p divides all coefficients except the leading one, of f(x) with respect to

(xqpr−1

−m), it follows that if νp(mp−1 − 1) = 1, then p does not divide the index (ZK : Z[α]). �

Lemma 3.1. Under the hypothesis and notations of Theorem 2.4,

1. If m ≡ 1(mod 8), then 2ZK = p1p2p3p4 is the factorization into product of prime ideals of ZK , with
f1 = f2 = 1 and f3 = f4 = 2 being the respective residue degrees.

2. If m ≡ 5(mod 8), then 2ZK = p1p2p3 is the factorization into product of prime ideals of ZK , with
f1 = f2 = f3 = 2 being the respective residue degrees.

3. If m ≡ 1(mod 9), then 3ZK = (p1p2)2p3p4 is the factorization into product of prime ideals of ZK ,
with f1 = f2 = f3 = f4 = 1 being the respective residue degrees.

In order to show Lemma 3.1, we recall some fundamental notions on Newton polygon techniques.
In 1894, K. Hensel developed a powerful approach by showing that the primes of ZK lying above a
prime p are in one-to-one correspondence with irreducible factors of f(x) in Qp[x]. For every prime ideal
corresponding to any irreducible factor in Qp[x], the ramification index and the residue degree together
are the same as those of the local field defined by the irreducible factor [8]. So, in order to describe all
prime ideals of ZK lying above p, we have to factorize the polynomial f(x) into irreducible factors in
Qp[x]. The first step of the factorization is based on Hensel’s lemma. Unfortunately, the factors provided
by Hensel’s lemma are not necessarily irreducible in Qp[x]. The Newton polygon’s techniques could refine
the factorization. Namely, the theorem of the polygon and the theorem of the residual polynomial say
that we can factorize any factor provided by Hensel’s lemma, with as many sides of the polygon and as
many irreducible factors of each residual polynomial. For more details, see [7, Th. 1.15 and Th. 1.19].

For any rational prime integer p and for any monic polynomial φ ∈ Z[x] whose reduction modulo p

is irreducible in Fp[x], let Fφ be the field
Fp[x]

(φ)
. For any monic polynomial f(x) ∈ Z[x], upon to the
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Euclidean division by successive powers of φ, we can expand f(x) as follows : f(x) =
∑l

i=0 ai(x)φ(x)l−i,
called the φ-expansion of f(x) (for every i, deg(ai(x)) < deg(φ)).

For every i 6= j = 0, . . . , l, let ai = ai(x) and µij =
νp(ai)−νp(aj)

i−j ∈ Q. Let us construct by induction

the following integers i0 = 0, i1 = max {j = 1, . . . l, µ0i1
≤ µ0j}, if ij < l, then ij+1 = max {i =

ij + 1, . . . l, µij ij+1
≤ µij i}. Repeat this process until to get ir = l. For every j = 1, . . . r, let Sj be

the segment joining the points Aj−1 = (ij−1, ν(aij−1
)) and Aj = (ij , ν(aij

)) in the euclidean plane. The

rational number λj =
νp(aij

)−νp(aij−1
)

ij−ij−1
∈ Q is called the slope of Sj , l(Sj) = ij − ij−1 is its length, and

h(Sj) = λj l(Sj) is its height. In what follows ν(aij
) = ν(aij−1

) + ljλj . The φ-Newton polygon of f ,
denoted by Nφ(F ), is the process of joining the segments S1, . . . , Sr ordered by the increasing slopes,
which can be expressed as Nφ(f) = S1 + · · ·+St. Notice that Nφ(f) = S0 + · · ·+St is only a notation and
not the sum in the Euclidean plane. The segments S1, . . . , and Sr are called the sides of Nφ(f). For every
side S of the polygon Nφ(f), l(S) is the length of its projection to the x-axis and h(S) is the length of its
projection to the y-axis. The principal part of Nφ(f), denoted Nφ

+(f), is the part of the polygon Nφ(f),
which is determined by joining all sides of positive slopes. For instance, for p = 3, φ = x2 +x−1 which is
irreducible modulo 3, and f(x) = φ7 + (x− 1)φ5 + 12xφ4 + (27x+ 6)φ3 + 9(x− 2)φ2 + (18x+ 162)φ+ 33,
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Figure 1

So, i0 = 0, i1 = 2, i2 = 6, and i3 = 7, Nφ(f) = S0 + S1 + S2 (has 3 sides S0, S1, and S2) with
respective slopes λ0 = 0, λ1 = 1/2, and λ2 = 1. Thus Nφ

+(f) = S1 + S2.
For every side S of Nφ(f), with initial point (s, us) and length l, let d = l/e, called the degree of S. For
every 0 ≤ i ≤ l, we attach the following residual coefficient ci ∈ Fφ:

ci =







0, if (s+ i, us+i) lies strictly above S or us+i = ∞,
(

as+i(x)

pus+i

)

(mod (p, φ(x))), if (s+ i, us+i) lies on S.

where (p, φ(x)) is the maximal ideal of Z[x] generated by p and φ. That means if (s+ i, us+i) lies on S,

then ci =
as+i(β)

pus+i

, where β is a root of φ.

Let λ = h/e be the slope of S, where h and e are positive coprime integers, and let d = l/e be the
degree of S. Notice that, the points with integer coordinates lying in S are exactly (s, us), (s + e, us +
h), · · · , (s + de, us + dh). Thus, if i is not a multiple of e, then (s + i, us+i) does not lie in S, and so,
ci = 0. Let fS(y) = t0y

d + t1y
d−1 + · · · + td−1y+ td ∈ Fφ[y] be the residual polynomial of f(x) associated

to the side S, where for every i = 0, . . . , d, ti = cie.

Remark 3.1. Note that if ν(as+i(x)) = 0 and φ = x, then Fφ = Fp and ci = as+i(mod p). Thus
this notion of residual coefficient generalizes the reduction modulo a maximal ideal. If λ = 0, then for
every i = 0, . . . , d, (s + i, us+i) lies on S if and only if ν(as+i(x)) = 0. Thus if λ = 0 and φ = x, then
ci = as+i(mod p) and fS(y) ∈ Fp[y] coincides with the reduction of f(x) modulo the maximal ideal (p).

In our example for S = S1, its initial point is (2, 0) with length 4 and height 2. Thus, e = 2, d = 2,
t0 = a2(x)(mod 3, φ) = x − 1(mod 3, φ) = z − 1, t1 = a4(x)/3(mod 3, φ) = 12/3(mod 3, φ) = 1, and
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t2 = a6(x)/9(mod 3, φ) = (18x+ 162)/32(mod 3, φ) = 2z, where z is a root of φ in an algebraic closure
of F3. Thus fS1

(y) = (z − 1)y2 + y + 2z in Fφ[y].
In [4, Theorem 3.4, p: 5], we showed that:

Theorem 3.2. For any monic irreducible polynomial f(x) ∈ Z[x] such that f(x) =
∏r

i=1 φi

li
(x)(mod p)

is the factorization in Fp[x]. For every i = 1, . . . , r, let Ni = Nφi
(f) = Si

1 + · · · + Si
ki

be the principal

part N+
φi

(f) and for every j = 1, . . . , ki, let fSj
(y) =

∏rij

s=1 ψi,j,s(y)ni,j,s be the factorization of fSj
(y)

into irreducible polynomials of Fφi
[y]. Then if every fSj

(y) is square free, i.e., every ni,j,s = 1, then

pZK =
r

∏

i=1

ki
∏

j=1

rij
∏

s=1

p
eij

i,j,s,

where eij = e(Sij) is the ramification index of the side Sij.

Proof: of Lemma 3.1.

1. If m ≡ 1(mod 8), then f(x) ≡ (x − 1)2(x2 + x + 1)2(mod 2). Let F (x) = f(x + 1) = x6 + 6x5 +
15x4 + 20x3 + 15x2 + 6x + 1 − m. As m ≡ 1(mod 8), ν2(1 − m) ≥ 3, and N+

x (f) = S1 + S2 has
two sides with the same length 1, and so of degree 1. Thus their residual polynomials are of degree
1. Especially FS2

(y) = FS1
(y) = y + 1 in F2[y]. Again let f(x) = φ3 − 3xφ2 + (2x − 2)φ + 1 − m

be the φ-adic development, where φ = x2 + x + 1. As m ≡ 1(mod 8), Nφ
+(f) = S1 + S2 with the

same length 1 and so their residual polynomials are fS2
(y) = fS1

(y) = y + 1 in Fφ[y]. Hence by
Theorem 3.2, 2ZK = p1p2p3p4, where f1 = f2 = 1 and f3 = f4 = deg(φ) = 2.

2. If m ≡ 5(mod 8), then f(x) ≡ (x − 1)2(x2 + x + 3)2(mod 2). Let F (x) = f(x + 1) = x6 + 6x5 +
15x4 + 20x3 + 15x2 + 6x+ 1 −m. m ≡ 5(mod 8), ν2(1 −m) = 2 and N+

x (f) = S has only one side
of degree 2, with residual polynomial FS(y) = y2 + y + 1, which is irreducible in F2[y]. Again let
f(x) = φ3 −(6+3x)φ2 +(14x+10)φ−(16x+3+m) be the φ-adic development, where φ = x2 +x+3.
As m ≡ 5(mod 8), ν2(16x+ 3 +m) ≥ 3 and so Nφ

+(f) = S1 + S2 (see Figure 2 below).
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Figure 3

As the length of every Si is 1 and so of degree 1, the residual polynomial fSi
(y) is of degree 1

and so is irreducible in Fφ[y] (see Figure 1). Therefore, by Theorem 3.2, 2ZK = p1p2p3 with
f1 = deg (fS(y)) = 2 and f3 = f4 = deg(φ) = 2.

3. If m ≡ 1(mod 9), then f(x) ≡ ((x− 1)(x+ 1))3(mod 3). Let F (x) = f(x+ 1) = x6 + 6x5 + 15x4 +
20x3 + 15x2 + 6x+ 1 −m and G(x) = f(x− 1) = x6 − 6x5 + 15x4 − 20x3 + 15x2 − 6x+ 1 −m. Then
N+

x (F ) = S1 + S2 (see Figure 3) has two sides with respective residual polynomials FS1
(y) = y+ 1

and FS2
(y) = y + c (c ∈ F∗

3), with respective degrees f1 = f3 = 1. Also N+
x (G) = S1 + S2 (see

Figure3) has two sides with respective residual polynomials GS1
(y) = −y− 1 and FS2

(y) = −y+ b
(b ∈ F∗

3). By Theorem 3.2, 3ZK = (p1p2)2p3p4, with f1 = f2 = f3 = f4 = 1.

�

As the proof of the above lemma depends on Theorem 3.2, which could be difficult for some readers,
and following the suggestion of the referee, we give below a new proof based on Kronecker’s method
for m ≡ 1(mod 9). We recall that the well known Dedekind’s factorization method of pZK is ap-
plicable only when p does not divide the index [ZK : Z[α]]. Thanks to Kronecker’s theory of forms
[2, Section 17.B], an alternative method can be applied even when Dedekind’s criterion conditions
failed. Namely, Let (w1, . . . , wn) be a Z-basis of ZK and Ξ =

∑n
i=1 tiwi be a fundamental form of

ZK , where t = (t1, . . . , tn), and every ti is an indeterminate. For every Q-isomorphism σ of K in C,
let Ξσ =

∑n
i=1 tiσ(wi) and f(x, t) =

∏n
i=1(x − Ξσi ), where σ1, . . . , σn are the distinct Q-isomorphisms

of K in C. If f(x, t) ≡
∏g

i=1 g
ei

i (x, t)(mod p) is the factorization of f(x, t) in Fp[t1, . . . , tn, x], where
every gi(x, t) ∈ Z[t1, . . . , tn, x] is a monic polynomial whose reduction modulo p is irreducible of degree
fi, then p factorizes as follows : pZK =

∏g
i=1 p

ei

i , where every pi is a prime ideal of ZK lying above
p with residue degree fi. In our case, let m 6= 1 be a square free integer such that m ≡ 1(mod 9), θ

a complex root of f(x) = x6 − m, α = θ2, w = θ3, and γ = 1+α+α2

3 . As we saw in the proof of
Lemma 3.1, f(x) ≡ (x− 1)3(x + 1)3(mod 3), with the associated residual polynomial of any side of any
Newton polygon of f is square free, then by Theorem of index (see for instance [5, Th. 1.9] and [13]),
ind3(f) = ν3((ZK : Z[α])) = indx−1(f) + indx+1(f) = 1 + 1 = 2 (see Figure 2 and Figure 3), where
indφ(f) is the φ-index of f , which is defined in [5, Def. 1.3] by indφ(f) is deg(φ) times the number of
points with integer coordinates that lie below or on the polygon N+

φ (f), strictly above the horizontal
axis, and strictly before the vertical axis of equation x = l. Let B1 = (1, θ, α, θα, γ, θγ) and M be the
Z-module generated by B1. Then ν3((M : Z[α])) = 2, and so ν3((ZK : M)) = 0. Thus B1 is a 3-integral
basis of ZK . Let B2 = (1, α, γ, w,wα,wγ). Since the determinant of the transition matrix of B1 to B2 is
∣
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∣

∣

∣
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∣
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∣

∣
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∣

∣

∣

∣

= 1− (m−1) = −m and m ≡ 1(mod 9), B2 is a 3-integral basis of ZK . Thus

Ξ =
∑n

i=1 tiwi is a fundamental form of ZK , where w1, . . . , w6 are the elements of B2. Let H = Q(w).
Then f(x, t) = NK/Q(x−Ξ) = NH/Q(NK/H(x−Ξ)) = NH/Q(NK/H((x−t1−t2α−t3γ)−(t4+t5α+t6γ)w) =
NH/Q((x − t1 − t2α − t3γ)2 − m(t4 + t5α + t6γ)2 ≡ NH/Q((x − t1 − t2α − t3γ)2 − (t4 + t5α + t6γ)2 ≡
NH/Q((x − (t1 + t4 − (t2 + t5)α − (t3 + t6)γ))NH/Q((x − (t1 − t4 − (t2 − t5)α − (t3 − t6)γ)). Set
a = x − (t1 + t4), b = −(t2 + t5), and c = −(t3 + t6). Recall that NH/Q(a + bα + cγ) is the deter-
minant of the matrix of the endomorphism of H defined by the multiplication by (a + bα + cγ). As

α2 = 3γ−α− 1 ≡ −α− 1(mod 3), αγ = α3+α2+α
3 = m−1

3 + 1+α2+α
3 ≡ γ(mod 3) (because m ≡ 1(mod 9),

and γ2 = m−1
9 (α+ 2) + γ = 2K +Kα+ γ (m = 1 + 9K), NH/Q(a+ bα+ cγ) ≡

a −b 2K
b a− b K
c c a+ b+ c

≡

(a + b + c)(a + b)2 ≡ (x − s1(t))(x − s2(t))2(mod 3), where s1(t) = t1 + t2 + t3 + t4 + t5 + t6 and
s2(t) = t1+t2+t4+t5. Similarly, NH/Q((x−(t1−t4−(t2−t5)α−(t3−t6)γ)) ≡ (x−s3(t))(x−s4(t))2(mod 3),
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where s3(t) = t1 + t2 + t3 − (t4 + t5 + t6) and s4(t) = t1 + t2 − (t4 + t5). Since for every i 6= j, si(t) 6= sj(t),

f(x, t) = (x − s1(t))(x − s3(t))(x − s2(t))2(x − s4(t))2 is the factorization of f(x, t) over F3. Finally,
3ZK = p2

1p
2
2p3p4, where for every i, f(pi) = 1.

Proof: of Corollaries 2.2 and Proposition 2.3,
Since m is square free, by Theorem 2.1, it suffices to evaluate ν2(m − 1) and ν3(m2 − 1). But as by
assumption, m 6≡ 1(mod 4) and m 6≡ ∓1(mod 9), we have m − 1 6≡ 0(mod 4) and m2 − 1 6≡ 0(mod 9).
Hence ν2(m− 1) = 1 and ν3(m2 − 1) = 1. Finally, α generates a power integral basis of ZK . �

Proof: of Theorem 2.4. In every case, we will show that K is not monogenic.

1. Assume that m ≡ 1(mod 8). If there exists θ ∈ ZK such that 2 does not divide the index (ZK : Z[θ]),
then thanks to Kummer’s Theorem, the factorization of 2ZK is 2-analogous to the factorization of
F (x) modulo 2, where F (x) is the minimal polynomial of θ over Q. More precisely 2ZK =

∏r
k=1 p

ei

i ,

where F (x) =
∏r

k=1 g
ei

i (x) is the factorization of F (x) into powers of monic irreducible polynomials
of F2[x]. As there is only one monic irreducible polynomial of degree 2 in F2[x], namely x2 + x+ 1,
the factorization 2ZK = p1p2p3p4, with f3 = f4 = 2 is impossible.

2. Assume that m ≡ 5(mod 8). If there exists θ ∈ ZK such that 2 does not divide the index (ZK : Z[θ]),
then thanks to Kummer’s Theorem, the factorization of 2ZK is 2-analogous to the factorization of
F (x) modulo 2, where F (x) is the minimal polynomial of θ over Q. More precisely, 2ZK =

∏r
k=1 p

ei

i ,

where F (x) =
∏r

k=1 g
ei

i (x) is the factorization of F (x) into powers of monic irreducible polynomials
of F2[x]. As there is only one monic irreducible polynomial of degree 2 in F2[x], namely x2 + x+ 1,
the factorization 2ZK = p1p2p3, with f1 = f2 = f3 = 2 is impossible, which contradicts Lemma
3.1. Hence for every θ ∈ ZK , 2 divides the index (ZK : Z[θ]) and ZK can not have a power integral
basis.

3. Similarly, if m ≡ 1(mod 9) and there exists θ ∈ ZK such that 3 does not divide the index (ZK : Z[θ]),
then the factorization of 3ZK is 3-analogous to the factorization of F (x) modulo 3, where F (x) is the
minimal polynomial of θ over Q. As there is only three monic irreducible polynomials of degree 1 in
F3[x], namely x+ 1, x− 1, and x, the factorization 3ZK = (p1p2)2p3p4, with f1 = f2 = f3 = f4 = 1
is impossible, which contradicts Lemma 3.1. Hence for every θ ∈ ZK , 3 divides the index (ZK : Z[θ])
and ZK can not have a power integral basis.

�
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