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abstract: The class of holomorphically decomposable Fredholm operators was
introduced by A. Tajmouati and A. El Bakkali since subclass of Saphar operators.
Several authors have been interested in the distance of spectrum associated with
the different classes. Especially C. Schmöeger has calculated the distance of Saphar
spectrum. For this reason, in this paper, we establish the distance of the holomor-
phically decomposable Fredholm spectrum.
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1. Introduction

Let X be a complex Banach space and let B(X) be the algebra of all bounded
linear operators on X . For T ∈ B(X), we use N(T ), R(T ), R∞(T ) =

⋂
k≥1 R(T k)

and r(T) to denote the kernel, the range, the hyper-range and the spectral radius
of T . We define the reduced minimum of T by

γ(T ) = inf{‖Tx‖ : x ∈ X, dist{x,N(T )} = 1} and γ(0) = ∞.

An operator T ∈ B(X) is called Kato operator if R(T ) is closed andN(T ) ⊆ R∞(T )
[1].The Kato spectrum of T is defined by

σK(T ) := {µ ∈ C\ µ− T is not Kato operator }.

We know that if T ∈ B(X) is Kato operator, then we have

Γ(T ) := dist{0, σk(T )} = lim
n→∞

[γ(T n)]
1
n = sup

n≥1
[γ(T n)]

1
n .

We say that T ∈ B(X) is relatively regular if there exists an operator S ∈ B(X)
for which TST = T , S is called a pseudo-inverse of T . R(X) will denote the set of
all relatively regular operators.
An operator T ∈ B(X) is called Saphar operator if T ∈ R(X) and N(T ) ⊆ R∞(T ).
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We write S(X) for the set of Saphar operators. For T ∈ B(X) we denote the Saphar
resolvent set and Saphar spectrum respectively by ρrr(T ) = {λ ∈ C : T − λI ∈
S(X)} and σrr(T ) = C \ ρrr(T ). The class S(X) has been studied by P. Saphar in
[7]. It is known that λ0 ∈ ρrr(T ) if and only if there exist a neighbourhoud U of λ0

and an analytic function F : U → B(X) such that (T−λI)F (λ)(T−λI) = (T−λI)
for all λ ∈ U . C. Schmöeger in [8, Theorem 3] proved that if 0 ∈ ρrr(T ), then the
distance dist{0, σrr(T )} is given by

dist{0, σrr(T )} = lim
n→∞

[δn(T )]
1
n = sup

n≥1
[δn(T )]

1
n ,

where δn(T ) = sup{r(S)−1 : T nST n = T n, S ∈ B(X)} and δ(T ) = supn≥1[δn(T )]
1
n .

An operator T ∈ B(X) is called Fredholm operator, in symbol T ∈ Φ(X), if
dimN(T ) and codimR(T ) are finite. The holomorphically decomposable Fredholm
resolvent set of T ∈ B(X) is defined by:
ρhF (T ) = {λ ∈ C : there exist a neighbourhoodU ofλ and an analyticF : U →
B(X) such that (T − µI)F (µ)(T − µI) = T − µI andF (µ) ∈ Φ(X) for allµ ∈ U}.
Also, σhF (T ) := C\ρhF (T ) is called the holomorphically decomposable Fredholm
spectrum of T . T is called holomorphically decomposable Fredholm operator if
0 ∈ ρhF (T ). The class of this operators is denoted by HΦ(X). In [2] and [3],
the authors introduced and studied this class. Particulary, if T ∈ B(X), then
f(σhF (T )) = σhF (f(T )) for all injective f ∈ H(σ(T )) where H(σ(T )) is the alge-
bra of all complex-valued functions which are analytic in some neighbourhood of
σ(T ) and f(T ) ∈ B(X) defined by Riesz-Dunford functional calculus.
In this paper, we study the holomorphically decomposable Fredholm operators.
Moreover, for T ∈ HΦ(X) we estimate the distance dist{0, σhF (T )}.

2. Main results

We start with the following two lemmas.

Lemma 2.1. [5, Theorem 3.9] let Ω be a non-void connected open subset of C and
F : Ω −→ B(X) be analytic, then the following statements are equivalent:

1. The function F has a local analytic pseudo-inverse on Ω;

2. The function F has a global analytic pseudo-inverse on Ω.

Lemma 2.2. [4, Lemma 4] Let T ∈ B(X) such that TST = T for some S ∈ B(X),
then we have

‖S‖−1 ≤ γ(T ).

Next proposition contains the useful properties.

Proposition 2.3. Let T ∈ HΦ(X), then there exists S ∈ Φ(X) such that TST =
T . Moreover, we have:

1. T n ∈ HΦ(X) and T nSnT n = T n for all n ∈ N;
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2. (T −λI)(I−λS)−1S(T −λI) = (T −λI) for all λ ∈ C such that |λ| < r(S)−1;

3. {λ ∈ C : |λ| < r(S)−1} ⊆ ρhF (T ).

Proof:

1. By [3, Proposition 2.1].

2. From [10, Corollary 1.5].

3. It is immediately, because (T − λI)(I − λS)−1S(T − λI) = (T − λI) and
(I − λS)−1S is Fredholm for all λ ∈ C satisfying |λ| < r(S)−1.

✷

Now, inspired by the paper of C. Schmöeger [8], we define the new distance.

Definition 2.4. Let T ∈ B(X). We define for all n ∈ N the following quantities:

δΦ,n(T ) = sup{r(S)−1 : T nST n = T n, S ∈ Φ(X)} and δΦ(T ) = sup
n≥1

[δΦ,n(T )]
1
n .

We give in the subsequent proposition an surround of the distance of holomor-
phically decomposable Fredholm spectrum.

Proposition 2.5. Let T ∈ HΦ(X), then we have for all k ≥ 1

[δΦ,k(T )]
1
k ≤ δΦ(T ) ≤ Γ(T ).

Proof: By the first assertion of Proposition 2.3, then T k ∈ HΦ(X) for all k ∈ N.
Let k ≥ 1 and S ∈ Φ(X) such that

T kST k = T k,

then from (1)Proposition 2.3 for all n ∈ N we have

[T k]nSn[T k]n = [T k]n.

Applying Lemma 2.2, it follows immediately that

‖Sn‖−1 ≤ γ((T k)n),

thus
[‖Sn‖

1
n ]−1 ≤ [[γ(T kn)]

1
nk ]k.

Hence, by extending n to infinity, we conclude

r(S)−1 ≤ [Γ(T )]k.

Therefore, since δΦ,k(T ) = sup{r(S)−1 : T kST k = T k, S ∈ Φ(X)}, then

δΦ,k(T ) ≤ [Γ(T )]k,
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so
[δΦ,k(T )]

1
k ≤ Γ(T ).

Finally, we obtain for all k ≥ 1

[δΦ,k(T )]
1
k ≤ sup

k≥1
[δΦ,k(T )]

1
k = δΦ(T ) ≤ Γ(T ).

✷

For an holomorphically decomposable Fredholm operator, we study in the next
proposition its global analytic pseudo-inverse.

Proposition 2.6. Let T ∈ HΦ(X) and Ω = {λ ∈ C : |λ| < d(T ) := dist{0, σhF (T )}},
then there exists an analytic function F : Ω → Φ(X) such that for all λ ∈ Ω

(T − λI)F (λ)(T − λI) = T − λI.

Moreover, we have

F (λ) =

∞∑

n=0

λnF (0)n+1 and d(T ) = [limsup‖F (0)n+1‖
1
n ]−1.

Proof: By definition of d(T ), we obtain that

Ω ⊆ ρhF (T ),

hence for all λ ∈ Ω, there exist a neighborhood Uλ of λ and a local analytic function
F : Uλ → Φ(X) ⊆ B(X) satisfying for all µ ∈ Uλ

(T − µI)F (µ)(T − µI) = T − µI.

Thus, From Lemma 2.1, there exists an analytic function F : Ω → B(X) such that
for all λ ∈ Ω

(T − λI)F (λ)(T − λI) = T − λI.

Since TF (0)T = T and by (2)Proposition 2.3, then we can write

F (λ) = (I − λF (0))−1F (0) =

∞∑

n=0

λnF (0)n+1.

It is clear that F (λ) is Fredholm for all λ ∈ Ω, then F : Ω → Φ(X) is analytic.
On other hand the radius of convergence of the series

∑∞
n=0 λ

nF (0)n+1 is

R = [limsup‖F (0)n+1‖
1
n ]−1.

It is clearly that
R ≥ d(T ).
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Now, assume that
R > d(T ),

hence by definition of d(T ), we obtain

σhF (T ) ∩ {λ ∈ C : |λ| < R} 6= ∅. (2.1)

We consider for all λ such that |λ| < R the function G defined by

G(λ) = (T − λI)F (λ)(T − λI)− (T − λI).

It follows that for all λ ∈ Ω
G(λ) = 0.

Consequently, since G is analytic, then for all λ such that |λ| < R

G(λ) = 0.

Therefore, by definition of ρhF (T ), we conclude that

{λ ∈ C : |λ| < R} ⊆ ρhF (T ).

Thus σhF (T ) ∩ {λ ∈ C : |λ| < R} = ∅ and this is a contradiction with 2.1.
Finally, we conclude that

d(T ) = R = [limsup‖F (0)n+1‖
1
n ]−1.

✷

The following theorem establishes the distance dist{0, σhF (T )}.

Theorem 2.7. Let T ∈ HΦ(X), then we have

1. δΦ(T ) ≤ d(T ) ≤ Γ(T );

2. d(T ) = limn→∞[δΦ,n(T )]
1
n = δΦ(T ).

Proof:

1. Let |λ| < δΦ(T ), since δΦ(T ) = limn→∞[δΦ,n(T )]
1
n , then there exists k ∈ N

such that for all n ≥ k

|λ| < [δΦ,n(T )]
1
n .

Hence
|λn| < δΦ,n(T ).

By definition of δΦ,n(T ), then for all S ∈ Φ(X) satisfy T nST n = T n we have

|λn| < r(S)−1.

By Proposition 2.3 we obtain

λn ∈ ρhF (T
n).
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Since the analytic function f : z → zn is injective and by [2, Theorem 3.2],
then

λ ∈ ρhF (T ).

Therefore, we obtain

{λ ∈ C : |λ| < δΦ(T )} ⊆ ρhF (T ),

and consequently
δΦ(T ) ≤ d(T ).

Now let |λ| < d(T ), then there exists an analytic function F such that

(T − λI)F (λ)(T − λI) = T − λI.

By Proposition 2.6, we have

F (λ) =

∞∑

n=0

λnF (0)n+1 and T n+1F (0)n+1T n+1 = T n+1.

Consequently by Lemma 2.2, we obtain

‖F (0)n+1‖−1 ≤ γ(T n+1).

Therefore
[‖F (0)n+1‖

1
n ]−1 ≤ [[γ(T n+1)]

1
n+1 ]

n+1

n .

Going to the limit and again applying Proposition 2.6, then

d(T ) ≤ Γ(T ).

2. Let ǫ ∈]0, d(T )[ and put η = d(T )− ǫ with d(T ) = dist{0, σhF (T )}.
By Proposition 2.6 for all |λ| < d(T ), we have

(T − λI)F (λ)(T − λI) = (T − λI) with F (λ) =

∞∑

n=0

λnF (0)n+1.

Since lim sup ‖F (0)n+1‖
1
n = 1

d(T ) , then there is an integer k1 such that

‖F (0)n+1‖
1
n <

1

d(T )
+

ǫ

d(T )η
=

1

η
for all n ≥ k1.

On the other hand TF (0)T = T , it follows that

T n+1F (0)n+1T n+1 = T n+1.

Therefore for all n ≥ k1, we conclude that

ηn < ‖F (0)n+1‖−1;

≤ [r(F (0)n+1)]−1;

≤ δΦ,n+1(T );

≤ [δΦ(T )]
n+1.
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Another, by previous assertion of this Theorem 2.7, we know that

δΦ(T ) ≤ d(T ).

Hence for all n ≥ k1, we obtain

d(T )− ǫ = η < [[δΦ(T )]
n+1]

1
n ;

≤ [δΦ(T )]
1+n

n ;

≤ d(T )
1+n

n .

Since limn→∞ d(T )
1+n

n = d(T ), then there is k2 ∈ N such that for all n ≥ k2

d(T )
1+n

n < d(T ) + ǫ.

Thus, we obtain for all n ≥ max{k1, k2}

d(T )− ǫ < [δΦ(T )]
1+n

n < d(T ) + ǫ.

Finally, we conclude that

d(T ) = δΦ(T ) = lim
n→∞

[δΦ(T )]
1+n

n .

✷
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