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New Fractional Calculus and Application to the Fractional-order of

Extended Biological Population Model

Ahmad Neirameh

abstract: In this study, we propose a new algorithm to find exact solitary wave
solutions of nonlinear time- fractional order of extended biological population model.
The new algorithm basically illustrates how two powerful algorithms, conformable
fractional derivative and the homogeneous balance method can be combined and
used to get exact solutions of fractional partial differential equations. Next, the
graphical behavior in two model will be discussed under the changing of the frac-
tional value (α is fractional symbol). It show that with changing α (if α tends to
one) the graphs of the solutions of fractional biological population model is near to
graph of solution of biological population model in general form.
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1. Introduction

Searching of exacts solutions of NFPDEs in mathematical and other scientific
applications is still quite challenging and needs new methods. Computing the
exact solution of these equations is of considerable importance, because the exact
solutions can help to understand the mechanism and complexity of phenomena
that have been modeled by NPDEs with integer or fractional order.
Fractional differential equations are generalizations of classical differential equa-
tions of integer order. In recent decades, fractional differential equations have been
the focus of many studies due to their frequent appearance in various applications
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in physics, biology, engineering, signal processing, systems identification, control
theory, finance and fractional dynamics.
Many articles have investigated some aspects of fractional differential equations
such as the existence and uniqueness of solutions to Cauchy-type problems, the
methods for explicit and numerical solutions.
Among the investigations for fractional differential equations, research into seeking
exact solutions and numerical solutions of fractional differential equations is an
important topic. Many powerful and efficient methods have been proposed to
obtain numerical solutions and exact solutions of fractional differential equations
[1-3] and [13-23].
Recently, a new modification of Riemann-Liouville derivative is proposed by Ju-
marie[4,7]:

Da
xf (x) =

1

Γ (1− α)

d

dx

∫ x

0

(x− ε)
−α

(f (ε)− f (0)) dε, 0 < α < 1

and gave some basic fractional calculus formulae, for example, formulae (12) and
(13) in [4]:

Dα
x (u (x) v (x)) = v (x)Dα

x (u (x)) + u (x)Dα
x (v (x)) , (1.1)

Dα
x (f (u (x))) = f ′

u (u)D
α
x (u (x)) = Dα

xf (u)
(

u
′

x

)α

, (1.2)

The last formula (1.2) has been applied to solve the exact solutions to some non-
linear fractional order differential equations [9-12]. If this formula were true, then
we could take the transformation ξ = x − ktα

Γ(1+α) and reduce the partial deriva-

tive ∂αU(x,t)
∂tα

toU ′ (ξ). Therefore the corresponding fractional differential equations
become the ordinary differential equations which are easy to study. But we must
point out that Jumarie’s basic formulae (1.1) and (1.2) are not correct, and there-
fore the corresponding results on differential equations are not true [8]. Fractional
derivative is as old as calculus. The most popular definitions are:
(i) Riemann-Liouville definition: Ifnis a positive integer and α ∈ [n− 1, n) the
αthderivative of f is given by

Dα
a f (t) =

1

Γ (n− α)

dn

dtn

∫ t

a

f (x)

(t− x)
α−n+1 dx

(ii) Caputo definition. For α ∈ [n− 1, n) the α derivative of f is

Dα
a f (t) =

1

Γ (n− α)

∫ t

a

fn (x)

(t− x)
α−n+1 dx.

Now, all definitions are attempted to satisfy the usual properties of the standard
derivative. The only property inherited by all definitions of fractional derivative is
the linearity property. However, the following are the setbacks of one definition or
another:
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(i) The Riemann-Liouville derivative does not satisfy Dα
a (1) = 0 (Dα

a (1)) = 0for
the Caputo derivative), ifαis not a natural number.
(ii) All fractional derivatives do not satisfy the known product rule

Dα
a (fg) = fDα

a (g) + gDα
a (f)

(iii) All fractional derivatives do not satisfy the known product rule

Dα
a

(

f

g

)

=
fDα

a (g)− gDα
a (f)

g2

(iv) All fractional derivatives do not satisfy the known quotient rule:

Dα
a (fog) (t) = fα (g (t)) gα (t) .

(v) All fractional derivatives do not satisfy the chain rule: DαDβf = Dα+βf in
general.
(vii) Caputo definition assumes that the function f is differentiable. Authors intro-
duced a new definition of fractional derivative by using old definitions for fractional
derivative [4-5] and [6] as follows:
for α ∈ [0, 1) , and f : [0,∞) → Rlet

Tα (f) (t) = lim
ξ→0

f
(

t+ ξt1−α
)

− f (t)

ξ

for t > 0, α ∈ (0, 1). Tαis called the conformable fractional derivative of fof order
α.

Definition 1. Let fα (t) stands forTα (f) (t). Hence

fα (t) = lim
ξ→0

f
(

t+ ξt1−α
)

− f (t)

ξ

If f is α-differentiable in some(0, a), a > 0, and lim
t→0+

fα (t)exists, then by definition

fα (0) = lim
t→0+

fα (t)

We should remark that Tα (t
µ) = µtµ−α. Further, this definition coincides with

the classical definitions of R-L and of Caputo on polynomials (up to a constant
multiple).
One can easily show that Tαsatisfies all the properties in the theorem [7-8].
Theorem 2. Let α ∈ [0, 1) and f, g beα-differentiable at a point t, Then:

(i)Tα (af + bg) = aTα (f) + bTα (g) , for all a, b ∈ R.
(ii)Tα (t

µ) = µtµ−α, for all µ ∈ R
(iii)Tα (fg) = fTα (g) + gTα (f)

(iν)Tα

(

f
g

)

= fTα(g)−gTα(f)
g2

If, in addition, f is differentiable, thenTα (f) (t) = t1−α df
dt
.
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Theorem3. Let f : [0,∞) → Rbe a function such that f is differentiable and also
differentiable. Let g be a function defined in the range of fand also differentiable;
then, one has the following rule:

Tα (fog) (t) = t1−αg′ (t) f ′ (g (t)) .

The above rule is referred to as Atangana beta-rule [4]. We will present new
derivative for some special functions

(i)Tα (e
cx) = cx1−αecx, c ∈ R.

(ii)Tα (sin bx) = bx1−α cos bx, b ∈ R.
(iii)Tα (cos bx) = −bx1−α sin bx, b ∈ R.
(iν) Tα

(

1
α
xα

)

= 1.

However, it is worth noting the following fractional derivatives of certain functions:

(i)Tα

(

e
1
α
tα
)

= e
1
α
t.

(ii)Tα
(

sin 1
α
t
)

= cos 1
α
t, .

(iii)Tα
(

cos 1
α
t
)

= − sin 1
α
t, .

Definition 4. (Fractional Integral) Let a ≥ 0and t ≥ a. Also, let f be a function
defined on (a, t] and α ∈ f . Then the α−fractional integral of f is defined by,

Iαa (f) (t) =

∫ t

a

f (x)

x1−α
dx

if the Riemann improper integral exists. It is interesting to observe that the
−fractional derivative and the α−fractional integral are inverse of each other as
given in [7-8].

Theorem 5: (Inverse property). Let a ≥ 0 , andα ∈ (0, 1) . Also, let fbe a
continuous function such that Iαa f exists. Then
Tα (I

α
a f) (t) = f (t) ,for t ≥ a.

In this paper, we obtain the exact solution of the time and space fractional deriva-
tives cubic nonlinear Schrodinger equation by means of the homogeneous balance
method. The homogeneous balance method is a powerful solution method for the
computation of exact traveling wave solutions. This method is one of the most
direct and effective algebraic methods for finding exact solutions of nonlinear frac-
tional partial differential equations (FPDEs). The method is based on the homo-
geneous balance principle and the Jumarie’s modified Riemann-Liouville derivative
of fractional order [18-23].

2. Method Applied

We consider the following general nonlinear fractional differential equations:

G
(

u,Dα
t u,D

β
xu,D

ψ
y u,D

α
t D

α
t u,D

α
t D

β
xu,D

β
xD

β
xu, ....

)

= 0, 0 < α, β, ψ < 1.
(2.1)
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Where u is an unknown function, and Gis a polynomial of u. In this equation,
the partial fractional derivatives involving the highest order derivatives and the
nonlinear terms are included. Next by using the new definition for traveling wave
variable

u (x, t) = U (ξ) e
i
(

k xβ

β
+c tα

α

)

, ξ = l
xβ

β
+ ω

tα

α
(2.2)

Where k, c, l and ω are non-zero arbitrary constants, we can rewrite Eq. (2.1) as
the following nonlinear ODE:

Q (U,U ′, U ′′, U ′′′, ...) = 0. (2.3)

Where the prime denotes the derivation with respect toξ . If possible, we should
integrate Eq. (2.5) term by term one or more times.
We assume that the solution of Eq. (2.1) is of the form

u(ξ) =

n
∑

i=0

aiφ
i(ξ), (2.4)

Where ai(i = 1, 2, .., n) are real constants to be determined later and φ satisfy the
Riccati equation

φ′ = aφ2 + bφ+ c (2.5)

Eq. (2.5) admits the following solutions:
Case1: when a = 1, b = 0,the Riccati Eq. (2.5) has the following solutions

φ = −
√
−c tanh

(√
−cξ

)

, c < 0
φ = − 1

ξ
, c < 0

φ =
√
c tan (

√
cξ) , c > 0.

(2.6)

Case2: Let φ =
∑n

i=0 bi tanh
i ξ,Balancing φ′with φ2 in Eq.(2.5) gives m = 1so

φ = b0 + b1 tanh ξ, (2.7)

Substituting Eq. (2.7) into Eq. (2.5), we obtain the following solution of Eq. (2.5)

φ = −
1

2a
(b+ 2 tanh ξ) , ac =

b2

4
− 1. (2.8)

Case3: We suppose that the Riccati Eq. (2.5) have the following solutions of the
form:

φ = A0 +

n
∑

i=1

sinhi−1 (Ai sinhω +Bi coshω) , (2.9)

Where dω
dξ

= sinhω or dω
dξ

= coshω. It is easy to find that n = 1by Balancing

φ′withφ2. So we choose

φ = A0 +A1 sinhω +B1 coshω, (2.10)
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Where dω
dξ

= sinhω, we substitute (2.10) and dω
dξ

= sinhω, into (2.5) and set the

coefficients of sinhi ω, coshi ω (i = 0, 1, 2; j0, 1) to zero. We obtain a set of algebraic
equations and solving these equations we have the following solutions

A0 = −
b

2a
,A1 = 0, B1 =

1

2a
(2.11)

Where c = b2−4
4a and

A0 = −
b

2a
,A1 = ±

√

1

2a
,B1 =

1

2a
(2.12)

Wherec = b2−1
4a . To dω

dξ
= sinhω we have

sinhω = − cschξ, coshω = − coth ξ (2.13)

From (2.11)–(2.13), we obtain

φ = −
b+ 2 coth ξ

2a
(2.14)

Where c = b2−4
4a and

φ = −
b± cschξ + coth ξ

2a
(2.15)

Where c = b2−1
4a .

Next by substituting (6-15) into (2.1) along with (2.5), then the left hand side of
Eq. (2.1) is converted into a polynomial inF (ξ); equating each coefficient of the
polynomial to zero yields a set of algebraic equations.
Now by solving the algebraic equations obtained in step 3, and substituting the
results into (2.4), then we obtain the exact traveling wave solutions for Eq. (1.1).

The rest of this paper is organized as follows. In Sections 2, we use this method
to obtain the exact solutions for the time and space fractional derivatives cubic
nonlinear Schrodinger equation. Discussion and some conclusions are given in the
last section.

3. Application of the homogeneous balance method to the

fractional-order of extended biological population model

We consider a nonlinear fractional-order biological population model of the form

∂αω
∂tα

= ∂2

∂x2

(

ω2
)

+ ∂2

∂y2

(

ω2
)

+ h
(

ω2 − r
)

= 0,

0 > t, 0 < α ≤ 1,
(3.1)

Where u denotes the population density, h
(

ω2 − r
)

represents the population sup-
ply due to births and deaths, h and r are constants, and is a parameter describing
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the order of the fractional time derivative. For our purpose, we introduce the
following transformations:

ω (x, y, t) = U (ξ) ,

ξ = x+ iy + νtα

α
,

(3.2)

Where c is a constant andi2 = −1. By substituting Eq. (3.2) into Eq. (3.1), Eq.
(3.1) is reduced into an ODE

νU ′ + hU2 − hr = 0, (3.3)

By the same procedure as illustrated in Section 2, we can determine the value of
m by balancing U2 and U ′in Eq. (3.3). We findm = 1. We can suppose that the
solution of Eq. (3.3) is in the form

U(ξ) = a1φ+ a0 (3.4)

And from homogeneous balance method [9] we have

φ′ = aϕ2 + bφ+ c (3.5)

Substituting (3.4) along with (3.5) into (3.3) and collecting all the terms with the
same power of together, equating each coefficient to zero, yield a set of algebraic
equations. Solving these equations yields

a1 = ∓2a

√

r

b2 − 4ac
, a0 = ∓b

√

r

b2 − 4ac
, v = ±2h

√

r

b2 − 4ac
(3.6)

Substituting the result above into Eq. (3.6) and combining with homogeneous
balance method [9], we can obtain the following exact solutions to Eq. (3.1).
Case 1:

ω1−1 (x, y, t) = ±2a
√

−cr
b2−4ac×

tanh

(√
−c

(

x+ iy ±
2h
√

r

b2−4ac
tα

α

))

∓ b
√

r
b2−4ac

And
ω2−1 (x, y, t) = ±2a

√

r
b2−4ac×

1

x+iy±
2h
√

r

b2−4ac
tα

α

∓ b
√

r
b2−4ac

And
ω3−1 (x, y, t) = ∓2a

√

cr
b2−4ac×

tan

(

√
c

(

x+ iy ±
2h
√

r

b2−4ac
tα

α

))

∓ b
√

r
b2−4ac

Case 2:

ω1−2 (x, y, t) = ±
√

cr
b2−4ac×

(

b+ 2 tanh

(

x+ iy ±
2h
√

r

b2−4ac
tα

α

))

∓ b
√

r
b2−4ac
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Case 3:

ω1−3 (x, y, t) = ±2a
√

r
b2−4ac×

b+2 coth

(

x+iy±
2h
√

r

b2−4ac
tα

α

)

2a ∓ b
√

r
b2−4ac ,

And

ω2−3 (x, y, t) = ±2a
√

r
b2−4ac×

b±csch

(

x+iy±
2h
√

r

b2−4ac
tα

α

)

+coth

(

x+iy±
2h
√

r

b2−4ac
tα

α

)

2a ∓
b
√

r
b2−4ac ,

4. Figures captions

Figure 1: The variation of ω1−3 for a = 1, r = 1, b = 1, c = −1, k = 0, y = 0 and
different values of α = 0.3 (red Curve), α = 0.5 (green Curve), α = 0.7 (yellow
Curve) in region,x = −10...10, t = 0..10.
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Figure 2: The variation of ω1−3 for a = 1, r = 1, b = 1, c = −1, k = 0, y = 0 and
different values of α = 0.6 (red Curve), α = 0.7 (green Curve), α = 0.8 (yellow
Curve) in region,x = −10...10, t = 0..10.

Figure 3: The variation of ω1−3 for a = 1, r = 1, b = 1, c = −1, k = 0, y = 0 and
different values of α = 0.8 (red Curve), α = 0.9 (green Curve), α = 0.1 (yellow
Curve) in region,x = −10...10, t = 0..10.
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Figure 4: The variation of ω1−3 for a = 1, r = 1, b = 1, c = −1, k = 0, y = 0 and
different values of α = 1 in region,x = −10...10, t = 0..10.

Figure 5: The variation of ω1−1 for a = 1, r = 1, b = 1, c = −1, k = 0, y = 0 and
α = 0.1 in region, x = −2...2, t = 0..4.
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Figure 6: The variation of ω1−1 for a = 1, r = 1, b = 1, c = −1, k = 0, y = 0 and
α = 0.7 in region, x = −2...2, t = 0..4.

Figure 7: The variation of ω1−1 for a = 1, r = 1, b = 1, c = −1, k = 0, y = 0 and
α = 0.9 in region,x = −2...2, t = 0..4.
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Figure 8: The variation of ω1−1 for a = 1, r = 1, b = 1, c = −1, k = 0, y = 0 and
α = 1 in region,x = −2...2, t = 0..4.

5. Conclusions and discussion

In these above graphs (Figs. 1-8) we have graphs of the solution related to ω1−1

and ω1−3. These graphs show that with changing α (if αtends to one) the graphs
of the solutions of fractional perturbed nonlinear Schrodinger equation with power
law nonlinearity is near to graph of solution of perturbed nonlinear Schrodinger
equation with power law nonlinearity in general form and finally for α = 1 it
coincide with the graph of the general form of perturbed nonlinear Schrodinger
equation with power law nonlinearity.

In this paper, we introduced a new conformable fractional derivative to establish
exact solutions for fractional partial differential and carried it out to obtain more
new exact solutions of the extended biological population model. These exact so-
lutions include hyperbolic function solutions and trigonometric function solutions.
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