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ABSTRACT: The main purpose of this paper is to study the number of limit cycles of sextic polynomial differential systems (SPDS) via the averaging theory which is an extension to the study of cubic polynomial vector fields in (Nonlinear Analysis 66 (2007), 1707–1721), where we provide an accurate upper bound of the maximum number of limit cycles that SPDS can have bifurcating from the period annulus surrounding the origin of a class of cubic system.
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1. Introduction

The main open problem in the qualitative theory of real planar differential systems is the determination and finding the distribution of their limit cycles, where the famous Hilbert’s sixteenth problem and its weak form (for more detail see [7]) and the limit cycles number which bifurcates from periodic orbits of a nonlinear or linear differential system with a center has been dealt extensively recently using many different methods, the method of inverse integral factor in ([6]), Hopf methods combined with homoclinic bifurcation theory in [12], Lyapunov constants in [4], function of Melnikov in [13] and an averaging theory in [2], [8] and [9]. A previous used method to produce limit cycles is by perturbing a system that has a center, in such a method that limit cycles bifurcate in the perturbed system from some of the periodic orbits of the period annulus of the center of the unperturbed system, see [11]. In the last recent work [5], the authors proved the maximum number of limit cycles which can be bifurcated from the period annulus surrounding the origin of a class of cubic polynomial differential systems using the averaging method. More precisely, they demonstrated that the
perturbations of the period annulus of the center located at the origin of the cubic polynomial differential system

\begin{align}
\begin{aligned}
\dot{x} &= -y f(x, y), \\
\dot{y} &= x f(x, y),
\end{aligned}
\end{align}

(1.1)

where \( f(x, y) = 0 \) is a conic and \( f(0, 0) \neq 0 \) by using the arbitrary cubic polynomial differential systems provide at least 6 limit cycles bifurcating from the periodic orbits of the period annulus, then, in [10] the authors found a bound for the number of limit cycles which bifurcate from the period annulus of the center, under piecewise smooth cubic polynomial perturbations. Their results explained that the piecewise smooth cubic system can have at least one more limit cycle than the smooth one. Moreover in [1] the author improved the result of the maximum number of limit cycles of quartic and quintic polynomial differential systems which bifurcate from the period annulus surrounding the origin of system (1.1) by using the first order of averaging theory method.

In this paper, we are interested to study the number of limit cycles which can be bifurcated from the period annulus surrounding the origin of a class of cubic polynomial differential system of the form introduced in [5], when it inside the class of all sextic polynomial differential systems having the origin as a singular point is perturbed, i.e., for all \( \varepsilon \) sufficiently small, we extend the work of Jaume Gine and Jaume Llibre [5] by studying the number of limit cycles of the following system

\begin{align}
\begin{aligned}
\dot{x} &= -y f(x, y) + \varepsilon \left( \sum_{k=1}^{6} P_k(x, y) \right), \\
\dot{y} &= x f(x, y) + \varepsilon \left( \sum_{k=1}^{6} Q_k(x, y) \right),
\end{aligned}
\end{align}

(1.2)

which bifurcate from the period annulus surrounding the origin of system (1.1), where \( P_k \) and \( Q_k \) homogeneous polynomials of degree \( k \). Thus we can write

\[ P_k = \sum_{i+j=k} p_{ij} x^i y^j \]

and

\[ Q_k = \sum_{i+j=k} q_{ij} x^i y^j. \]

The main results of this paper is to prove the following theorem:

**Theorem 1.1.** For all \( |\varepsilon| \) is sufficiently small, the maximum number of limit cycles of the sextic polynomial differential system (1.2) bifurcating from the periodic orbits of the system (1.1) using the first order of averaging theory method and with respect to the conic \( f(x, y) = 0 \) given by one of the following two cases:

(a) Seven limit cycles for a one double invariant real straight line defined as:

\[ f(x, y) = (x + a)^2 = 0, \ a > 0. \]

(b) Fourteen limit cycles for Parabola curves defined as:

\[ f(x, y) = x - a - y^2 = 0, a \neq 0. \]
2. The first order averaging method

We introduce in this section the first order of averaging theory method for computing limit cycles up to first order $\varepsilon$ which has been extensively given in [3].

**Theorem 2.1.** Consider the following two initial value problems:

\[
\dot{x} = \varepsilon R(t, x) + \varepsilon^2 G(t, x, \varepsilon), \quad x(0) = x_0 \tag{2.1}
\]

and

\[
\dot{y} = \varepsilon f^0(y), \quad y(0) = x_0, \tag{2.2}
\]

where $x, y$ and $x_0 \in D$ which is an open domain of $\mathbb{R}$, $t \in [0, \infty)$, $\varepsilon \in (0, \varepsilon_0]$, $R$ and $G$ are periodic functions with their period $T$ with its variable $t$, and $f^0(y)$ is the average function of $R(t, y)$ with respect to $t$, i.e.,

\[
f^0(y) = \frac{1}{T} \int_0^T F(t, y) dt. \tag{2.3}
\]

Assume that:

(i). $R, \frac{\partial R}{\partial x}, \frac{\partial^2 R}{\partial x^2}, G$ and $\frac{\partial G}{\partial x}$ are well defined, continuous and bounded by a constant independent by $\varepsilon \in (0, \varepsilon_0]$ in $[0, \infty) \times D$.

(ii). $T$ is a constant independent of $\varepsilon$.

(iii). $y(t)$ belongs to $D$ on the time scale $1/\varepsilon$. Then the following statements hold

(a)-On the time scale $1/\varepsilon$, we have

\[
x(t) - y(t) = O(\varepsilon), \quad \text{as } \varepsilon \to 0.
\]

(b)- If $p$ is an equilibrium point of the averaged system (2.2), such that

\[
\left. \frac{\partial f^0}{\partial y} \right|_{y=p} \neq 0, \tag{2.4}
\]

then system (2.1) has a $T$-periodic solution $\phi(t, \varepsilon) \to p$ as $\varepsilon \to 0$.

(c)- If (2.4) is a negative. Therefore, the corresponding periodic solution $\phi(t, \varepsilon)$ of equation (2.1) according to $(t, x)$ is asymptotically stable for all $\varepsilon$ sufficiently small, if (2.4) is a positive, then it is unstable.

3. Proof of Theorem 1

This proof is based on the first order of averaging theory method, we can write system (1.2) by using the polar coordinates $(r, \theta)$ where $x = r \cos \theta$, $y = r \sin \theta$, it can be easily gotten

\[
\begin{cases}
\dot{r} = \varepsilon \sum_{k=1}^{6} \left( \cos \theta P_k(\cos \theta, \sin \theta) + \sin \theta Q_k(\cos \theta, \sin \theta) \right) r^k, \\
\dot{\theta} = f(r \cos \theta, r \sin \theta) \left( 1 + \varepsilon \sum_{k=1}^{6} \cos \theta Q_k(\cos \theta, \sin \theta) - \sin \theta P_k(\cos \theta, \sin \theta) \right) r^{k-1},
\end{cases}
\]

where

\[ P_k(\cos \theta, \sin \theta) = \sum_{i+j=k} p_{ij} \cos^i \theta \sin^j \theta, \]

\[ Q_k(\cos x, \sin x) = \sum_{i+j=k} q_{ij} \cos^i \theta \sin^j \theta. \]

Therefore, we have

\[
\frac{dr}{d\theta} = \varepsilon \sum_{k=1}^{6} \frac{\cos \theta P_k(\cos \theta, \sin \theta) + \sin \theta Q_k(\cos \theta, \sin \theta)}{f(r \cos \theta, r \sin \theta)} r^k + \varepsilon^2 G(r, \theta, \varepsilon). \tag{3.1}
\]

Using the notations introduced in theorem 2, we must calculate

\[
f^0(r) = \frac{1}{2\pi} \sum_{k=1}^{6} \int_0^{2\pi} \frac{\cos \theta P_k(\cos \theta, \sin \theta) + \sin \theta Q_k(\cos \theta, \sin \theta)}{f(r \cos \theta, r \sin \theta)} d\theta.
\]

Therefore, we get

\[
f^0(r) = \sum_{k=1}^{6} C_k(r) r^k,
\]

where

\[
C_k(r) = \sum_{i+j=k} (p_{ij} \alpha_{i+1,j}(r) + q_{ij} \alpha_{i,j+1}(r))
\]

and

\[
\alpha_{p,q} = \frac{1}{2\pi} \int_0^{2\pi} \frac{\cos \theta \sin^q \theta}{f(r \cos \theta, r \sin \theta)} d\theta.
\]

The function \( f^0(r) \) can be written as

\[
f^0(r) = \sum_{i=1}^{6} \sum_{j=0}^{i+1} (\lambda_{i,j} \alpha_{i+1-j,j}) r^j, \tag{3.2}
\]

where

\[
\lambda_{i,j} = \begin{cases} p_{i,0} & \text{if } j = 0, \\ p_{i-1,j} + q_{i+1-j,j-1} & \text{if } 1 \leq j \leq i, \\ q_{0,1} & \text{if } j = i + 1.
\end{cases}
\]

Now we prove the statements of theorem 1, in the first step, we compute the integral \( f^0(r) \), and the second step, the number of its simple zeros is studied.

3.1. Proof of statement (a) of Theorem 1 with \((f=(x+a)^2)\)

For the case of one double invariant real straight line, system (1.1) has a unique period annulus defined as:

\[ A = \{(x, y) : 0 < x^2 + y^2 < a^2\} \]
Lemma 3.1. Under the previous assumptions and notations, we have:

(i). \( \alpha_{n+1,0} = \begin{cases} -\frac{2a}{n} \alpha_{n,0} - \frac{a^2}{n^2} \alpha_{n-1,0} & \text{if } n \text{ is an even number}, \\ \frac{1}{2\pi r^2} \int_0^{2\pi} \cos^{n-1} r d\theta - \frac{2a}{n} \alpha_{n,0} - \frac{a^2}{n^2} \alpha_{n-1,0}, & \text{if } n \text{ is an odd number} \end{cases} \)

(ii). \( \alpha_{0,n+1} = \begin{cases} 0 & \text{if } n \text{ is an even number}, \\ \sum_{k=0}^{n} (-1)^k C_k^{n+1} \alpha_{2k,0} & \text{if } n \text{ is an odd number} \end{cases} \)

(iii). \( \alpha_{n-2l+1,2l} = \sum_{k=0}^{l} (-1)^k C_k^n \alpha_{n-2l+2k+1,0}, \quad l = 1, \ldots, \left\lfloor \frac{n+1}{2} \right\rfloor \).

Proof. Putting \( x = r \cos \theta, y = r \sin \theta \), we get for (i)

\[
\frac{\cos^{n+1} \theta}{f(r \cos \theta, r \sin \theta)} = \frac{(r \cos \theta + a)^2 \cos^{n-1} \theta - 2ar \cos^n \theta - a^2 \cos^{n-1} \theta}{r^2 f(r \cos \theta, r \sin \theta)}
\]

\[
= \frac{1}{r^2} \cos^{n-1} \theta - \frac{2a}{r} \frac{\cos^n \theta}{f(r \cos \theta, r \sin \theta)} - \frac{a^2}{r^2} \frac{\cos^{n-1} \theta}{f(r \cos \theta, r \sin \theta)},
\]

thus

\[
\alpha_{n+1,0} = \frac{1}{2\pi r^2} \int_0^{2\pi} \cos^{n-1} r d\theta - \frac{2a}{2\pi r} \int_0^{2\pi} \frac{\cos^n \theta}{f(r \cos \theta, r \sin \theta)} d\theta
\]

\[
- \frac{a^2}{2\pi r^2} \int_0^{2\pi} \frac{\cos^{n-1} \theta}{f(r \cos \theta, r \sin \theta)} d\theta.
\]

Therefore,

\[
\alpha_{n+1,0} = \begin{cases} -\frac{2a}{n} \alpha_{n,0} - \frac{a^2}{n^2} \alpha_{n-1,0} & \text{if } n \text{ is an even number}, \\ \frac{1}{2\pi r^2} \int_0^{2\pi} \cos^{n-1} r d\theta - \frac{2a}{n} \alpha_{n,0} - \frac{a^2}{n^2} \alpha_{n-1,0} & \text{if } n \text{ is an odd number}. \end{cases}
\]

(ii)

\[
\frac{\sin^{n+1} \theta}{f(r \cos \theta, r \sin \theta)} = \frac{(1 - \cos^2 \theta)^{n+1}}{f(r \cos \theta, r \sin \theta)} = \sum_{k=0}^{n+1} (-1)^k C_k^{n+1} \frac{\cos^{2k} \theta}{f(r \cos \theta, r \sin \theta)},
\]

if \( n \) is an odd number,

then

\[
\alpha_{0,n+1} = \begin{cases} 0 & \text{if } n \text{ is an even number}, \\ \sum_{k=0}^{n+1} (-1)^k C_k^{n+1} \alpha_{2k,0} & \text{if } n \text{ is an odd number}. \end{cases}
\]

(iii)

\[
\frac{\cos^{n-2l+1} \theta \sin^{2l} \theta}{f(r \cos \theta, r \sin \theta)} = \frac{\cos^{n-2l+1} \theta (1 - \cos^2 \theta)^l}{f(r \cos \theta, r \sin \theta)}
\]

\[
= \sum_{k=0}^{l} (-1)^k C_k^n \frac{\cos^{n-2l+2k+1} \theta}{f(r \cos \theta, r \sin \theta)}, \quad l = 1, \ldots, \left\lfloor \frac{n+1}{2} \right\rfloor.
\]
Thus,
\[ \alpha_{n-2l+1,2l} = \sum_{k=0}^{l} (-1)^k C_l^k \alpha_{n-2l+2k+1,0}, \quad l = 1, \ldots, \left\lfloor \frac{n+1}{2} \right\rfloor. \]

This completes the proof. \(\square\)

**Remark 3.2.** We note for any \(p, k\) with \(p + 2k \leq 6\) that
\[ \alpha_{p,2k+1} = 0. \]

**Lemma 3.3.** Under the previous notations, we have
\[ \alpha_{0,0} = \frac{a}{g^3} \text{ and } \alpha_{1,0} = -\frac{r}{g^3}, \text{ such that } g = \sqrt{a^2-r^2}. \]

**Proof.** Assume that \(z = e^{i\theta}\) and \(C = \{z : |z| = 1\},\) we get
\[ \int_0^{2\pi} \frac{d\theta}{f(r \cos \theta, r \sin \theta)} = \frac{4}{i} \int_C \frac{z}{(rz^2 + 2az + r)^2}dz \]
and
\[ \int_0^{2\pi} \frac{\cos \theta d\theta}{f(r \cos \theta, r \sin \theta)} = \frac{2}{i} \int_C \frac{z^2 + 1}{(rz^2 + 2az + r)^2}dz, \]
which whose poles are
\[ z_1 = \frac{-a + \sqrt{a^2-r^2}}{r} \text{ and } z_2 = \frac{-a - \sqrt{a^2-r^2}}{r}, \]
Since \(a > 0\) implies that \(|z_1| < 1\) and \(|z_2| > 1\) and by using the residue theorem, we get
\[ \int_0^{2\pi} \frac{d\theta}{f(r \cos \theta, r \sin \theta)} = \frac{2\pi a}{(\sqrt{a^2-r^2})^3}, \int_0^{2\pi} \frac{\cos \theta d\theta}{f(r \cos \theta, r \sin \theta)} = -\frac{2\pi r}{(\sqrt{a^2-r^2})^3}. \]
Therefore, we have
\[ \alpha_{0,0} = \frac{a}{(\sqrt{a^2-r^2})^3}, \alpha_{1,0} = -\frac{r}{(\sqrt{a^2-r^2})^3}. \]
This completes the proof. \(\square\)

Based on Lemmas 1 and 2, we can deduce to calculate the following amounts
\[ \alpha_{2,0} = \frac{1}{2\pi r^2} \int_0^{2\pi} d\theta - \frac{2a}{r} \alpha_{1,0} - \frac{a^2}{r^2} \alpha_{0,0} \]
\[ = \frac{1}{r^2} \left( \frac{r}{g^3} - \frac{a^2 a}{r^2 g^3} \right) \]
\[ = g^3 + 2ar^2 - a^3 \]

then

\[ \alpha_{0,2} = \alpha_{0,0} - \alpha_{2,0} \]
\[ = \frac{a}{g^3} - \frac{\left( g^3 + 2ar^2 - a^3 \right)}{g^3r^2} \]
\[ = -\frac{g^3 - ar^2 + a^3}{g^3r^2} \]

and we also have

\[ \alpha_{3,0} = -\frac{2ag^3 - \left( 3a^2r^2 - 2a^4 \right)}{g^3r^4} \]
\[ \alpha_{1,2} = \frac{2ag^3 - \left( r^4 - 3a^2r^2 + 2a^4 \right)}{g^3r^4} , \]
\[ \alpha_{4,0} = \frac{\left( r^2 + 6a^2 \right) g^3 + \left( 8a^3r^2 - 6a^5 \right)}{2g^3r^4} , \]
\[ \alpha_{2,2} = \frac{\left( r^2 - 6a^2 \right) g^3 + \left( 4ar^4 - 10a^3r^2 + 6a^5 \right)}{2g^3r^4} \]

and

\[ \alpha_{0,4} = -\frac{\left( 3r^2 - 6a^2 \right) g^3 - \left( 6ar^4 - 12a^3r^2 + 6a^5 \right)}{2g^3r^4} , \]
\[ \alpha_{5,0} = -\frac{\left( ar^2 + 4a^3 \right) g^3 - \left( 5a^3r^2 - 4a^6 \right)}{g^3r^5} , \]
\[ \alpha_{3,2} = -\frac{\left( ar^2 - 4a^3 \right) g^3 - \left( 3a^2r^4 - 7a^3r^2 + 4a^6 \right)}{g^3r^5} , \]
\[ \alpha_{1,4} = \frac{\left( 3ar^2 - 4a^3 \right) g^3 - \left( r^6 - 6a^2r^4 + 9a^4r^2 - 4a^6 \right)}{g^3r^5} , \]
\[ \alpha_{6,0} = \frac{\left( 3r^4 + 12a^2r^2 + 40a^4 \right) g^3 + \left( 48a^5r^2 - 40a^7 \right)}{8g^3r^6} , \]
\[ \alpha_{4,2} = \frac{\left( r^4 + 12a^2r^2 - 40a^4 \right) g^3 + \left( 32a^3r^4 - 72a^3r^2 + 40a^7 \right)}{8g^3r^6} . \]
In addition, we have

\[\begin{align*}
\alpha_{2.4} &= \frac{(3r^4 - 36a^2 r^2 + 40a^4)g^3 + (16a^6 - 72a^3 r^4 + 96a^2 r^2 - 40a^7)}{8g^4 r^6}, \\
\alpha_{0.6} &= \frac{- (15r^4 - 60a^2 r^2 + 40a^4)g^3 - (40a^6 - 120a^3 r^4 + 120a^2 r^2 - 40a^7)}{8g^4 r^6}, \\
\alpha_{7.0} &= \frac{(-3a^4 r^4 - 8a^3 r^2 - 24a^5)g^3 + (-28a^6 r^2 + 24a^8)}{4g^4 r^7}, \\
\alpha_{5.2} &= \frac{(-a^4 r^4 - 8a^3 r^2 + 24a^5)g^3 + (-20a^6 r^2 + 44a^8 r^2 - 24a^8)}{4g^4 r^7}, \\
\alpha_{3.4} &= \frac{(-3a^4 r^4 + 24a^3 r^2 - 24a^5)g^3 + (-12a^6 r^2 + 48a^4 r^2 - 24a^8)}{4g^4 r^7}, \\
\alpha_{1.6} &= \frac{(15a^4 r^4 - 40a^3 r^2 + 24a^5)g^3}{4g^4 r^7} \\
&\quad + \frac{(-4a^4 + 37a^3 r^2 - 84a^5 r^2 + 76a^6 r^2 - 24a^8)}{4g^4 r^7}.
\end{align*}\]

Using (3.2), we get

\[f^0(r) = \frac{(a_4 r^4 + a_2 r^2 + a_0) g^3 + (b_8 r^8 + b_6 r^6 + b_4 r^4 + ab_2 r^2 - a^3 a_0)}{8g^4 r^7}\]

where

\[\begin{align*}
a_0 &= 48 (-\lambda_{6,0} + \lambda_{6,2} - \lambda_{6,4} + \lambda_{6,6}) a^5 + 40 (\lambda_{5,0} - \lambda_{5,2} + \lambda_{5,4} - \lambda_{5,6}) a^4 \\
&\quad + 32 (-\lambda_{4,0} + \lambda_{4,2} - \lambda_{4,4}) a^3 + 24 (\lambda_{3,0} - \lambda_{3,2} + \lambda_{3,4}) a^2 \\
&\quad + 16 (\lambda_{2,2} - \lambda_{2,0}) a + 8 (\lambda_{1,0} - \lambda_{1,2}),
\end{align*}\]

\[\begin{align*}
a_2 &= 16 (-\lambda_{6,0} - \lambda_{6,2} + 3\lambda_{6,4} - 5\lambda_{6,6}) a^3 \\
&\quad + 12 (\lambda_{5,0} + \lambda_{5,2} - 3\lambda_{5,4} + 5\lambda_{5,6}) a^2 \\
&\quad + 8 (-\lambda_{4,0} - \lambda_{4,2} + 3\lambda_{4,4}) a + 4 (\lambda_{3,0} + \lambda_{3,2} - 3\lambda_{3,4}),
\end{align*}\]

\[a_4 = 2 (-3\lambda_{6,0} - \lambda_{6,2} - 3\lambda_{6,4} + 15\lambda_{6,6}) a + (3\lambda_{5,0} + \lambda_{5,2} + 3\lambda_{5,4} - 15\lambda_{5,6}),\]

\[\begin{align*}
b_2 &= 8 (-7\lambda_{6,0} + 11\lambda_{6,2} - 15\lambda_{6,4} + 19\lambda_{6,6}) a^6 \\
&\quad + 8 (6\lambda_{5,0} - 9\lambda_{5,2} + 12\lambda_{5,4} - 15\lambda_{5,6}) a^4 \\
&\quad + 8 (-5\lambda_{4,0} + 7\lambda_{4,2} - 9\lambda_{4,4}) a^3 + 8 (4\lambda_{3,0} - 5\lambda_{3,2} + 6\lambda_{3,4}) a^2 \\
&\quad + 24 (-\lambda_{2,0} + \lambda_{2,2}) a + 8 (2\lambda_{1,0} - \lambda_{1,2}),
\end{align*}\]

\[\begin{align*}
b_4 &= 8 (-5\lambda_{6,0} + 12\lambda_{6,4} - 21\lambda_{6,6}) a^4 + 8 (4\lambda_{5,0} - 9\lambda_{5,4} + 15\lambda_{5,6}) a^3 \\
&\quad + 24 (-\lambda_{4,2} + 2\lambda_{4,4}) a^2 + 8 (2\lambda_{3,2} - 3\lambda_{3,4}) a - 8\lambda_{2,2},
\end{align*}\]
b_6 = 24 (-\lambda_{6,4} + 3\lambda_{6,6}) a^2 + 8 (2\lambda_{5,4} - 5\lambda_{5,6}) a - 8\lambda_{4,4},
\quad b_8 = -8\lambda_{6,6}

and
\quad g = \sqrt{a^2 - r^2}.

In fact, there are only seven independent parameters between the \(a_i\) and \(b_i\) with respect to \(p_{ij}, q_{ij}\) and \(a\). In order to bound the number of zeros of numerator of \(f^0\), it is sufficient to bound the number of zeros of

\[ k(r) = (a_4 r^4 + a_2 r^2 + a_0)^2 \left( b_8 r^8 + b_6 r^6 + b_4 r^4 + a b_2 r^2 - a^3 a_0 \right)^2 \]

we can obtain

\[ k(r) = r^2 \left( (-b_5^2) r^{14} + (-a_3^2 - 2b_4 b_5) r^{12} + (3a_2^2 a^2 - 2a_2 a_4 - b_6^2 - 2b_4 b_5) r^{10} \right.
\quad + \left( -3a_2^2 a^4 + 6a_2 a_4 a^2 - 2b_2 b_3 a - (a_2^2 + 2a_4 a_4 + 2b_4 b_5) \right) r^8
\quad + \left( a_2^2 a^6 - 6a_2 a_4 a^4 + 2a_0 b_6 a^3 \right) r^6
\quad + \left( 3a_2^3 + 6a_2 a_4 a^2 - 2b_2 b_3 a - (b_4^2 + 2a_4 a_4) \right) r^4
\quad + \left( 2a_2 a_4 a^6 + (-3a_2^2 - 6a_0 a_4) a^4 + 2a_0 b_6 a^3 + 6a_0 a_2 a^2 - 2b_2 b_4 a - a_0^2 \right) r^4
\quad + \left( (a_2^2 + 2a_0 a_4) a^6 - 6a_0 a_2 a^4 + 2a_0 b_6 a^3 + (3a_2^2 - b_4^2) a^2 \right) r^2
\quad + \left( 2a_0 a_2 a^6 + (2a_0 b_2 - 3a_0^2) a^4 \right) \right].

Hence, \(f^0(r)\) has at most seven simple zeros. Therefore, statement (a) in Theorem 1 holds.

3.2. Proof of statement (b) of Theorem 1 with \( f= x-a-y^2 \)

For the case of the parabola, system (1.1) has a unique period annulus as

\[ A = \{(x,y): 0 < x^2 + y^2 < r_1^2 \} \]

where

\[ r_1 = \min \left\{ \sqrt{x^2 + y^2} : x - a - y^2 = 0 \right\} \]
\[ = \begin{cases} |a| & \text{if } a > -1/2, \\
\quad \sqrt{-4a - 1/2} & \text{if } a \leq -1/2. \end{cases} \]

**Lemma 3.4.** We have

\[ \alpha_{n+1,0} = \begin{cases} -\frac{1}{r^2} & \text{if } n \text{ is an even numbers,} \\
\frac{2}{2\pi} \int_0^{2\pi} \cos^n \theta d\theta - \frac{1}{2} & \text{if } n \text{ is an odd number.} \end{cases} \]
Proof. Putting $x = r \cos \theta$, $y = r \sin \theta$, we get

\[
\frac{\cos^{n+1} \theta}{f(r \cos \theta, r \sin \theta)} = \frac{\cos^{n+1} \theta}{(r \cos \theta + \frac{1}{2})^2 - (r^2 + a + \frac{1}{4})^2} = \frac{1}{r^2} \cos^{n+1} \theta - \frac{1}{r^2} \frac{\cos^n \theta}{f(r \cos \theta, r \sin \theta)} + \frac{r^2 + a}{r^2} \cos^{n-1} \theta \frac{\cos \theta}{f(r \cos \theta, r \sin \theta)}.
\]

Hence

\[
\alpha_{n+1,0} = \begin{cases} 
-\frac{1}{2} \alpha_{n,0} + \frac{r^2 + a}{r^2} \alpha_{n-1,0}, \text{ if } n \text{ is even} \\
\frac{1}{2\pi} \int_0^{2\pi} r^2 \cos^{n-1} \theta d\theta = -\frac{1}{r^2} \alpha_{n,0} + \frac{r^2 + a}{r^2} \alpha_{n-1,0} \text{ if } n \text{ is odd}
\end{cases}
\]

Lemma 3.5. Under the previous assumptions and notations, we have

\[
\alpha_{0,0} = -\frac{G}{2H} \text{ and } \alpha_{1,0} = \frac{G + K}{4rH},
\]

where

\[
H = hg \text{ and } G = \begin{cases} 
(g_1 + g_2) \text{ if } a > -\frac{1}{2}, \\
(g_1 - g_2) \text{ if } a \leq -\frac{1}{2}
\end{cases},
\]

with

\[
K = \begin{cases} 
(g_1 - g_2) h, \text{ if } a > -1/2 \\
(g_1 + g_2) h, \text{ if } a \leq -1/2
\end{cases},
\]

such that

\[
g_1 = \sqrt{4a + 2 - 2h}, g_2 = \sqrt{4a + 2 + 2h}, h = \sqrt{4r^2 + 4a + 1} \neq 0 \text{ and } g = \sqrt{a^2 - r^2} \neq 0.
\]

Proof. Letting $z = e^{i\theta}$ and $C = \{z : |z| = 1\}$, we can obtain

\[
\int_0^{2\pi} \frac{d\theta}{f(r \cos \theta, r \sin \theta)} = \frac{4}{i} \int_C \frac{z}{(rz^2 + z + r)^2 - (4r^2 + 4a + 1)z^2} dz
\]

and

\[
\int_0^{2\pi} \frac{\cos \theta d\theta}{f(r \cos \theta, r \sin \theta)} = \frac{2}{i} \int_C \frac{z^2 + 1}{(rz^2 + z + r)^2 - (4r^2 + 4a + 1)z^2} dz,
\]

with whose poles are

\[
z_{1,2} = -\frac{1 + h \pm g_1}{r} \text{ and } z_{3,4} = -\frac{1 - h \pm g_2}{r},
\]
where
\[ g_1 = \sqrt{4a + 2 - 2h} \quad \text{and} \quad g_2 = \sqrt{4a + 2 + 2h}. \]

Using the residue theorem
\[ |z_2| < 1, \ |z_3| < 1, \ |z_1| > 1 \quad \text{and} \quad |z_4| > 1 \quad \text{for all} \quad a > \frac{-1}{2}, \]
\[ |z_1| < 1, \ |z_4| < 1, \ |z_2| > 1 \quad \text{and} \quad |z_3| > 1 \quad \text{for} \quad a \leq \frac{-1}{2}, \]
we obtain
\[
\int_{0}^{2\pi} \frac{d\theta}{f(r \cos \theta, r \sin \theta)} = \begin{cases} 
-\frac{\pi}{h} (g_1 + g_2) & \text{if} \quad a > \frac{-1}{2}, \\
-\frac{\pi}{h} (g_1 - g_2) & \text{if} \quad a \leq \frac{-1}{2}.
\end{cases}
\]

and
\[
\int_{0}^{2\pi} \cos \theta d\theta f(r \cos \theta, r \sin \theta) = \begin{cases} 
\frac{\pi}{2} r h [(g_1 + g_2) + (g_1 - g_2)h] & \text{if} \quad a > \frac{-1}{2}, \\
\frac{\pi}{2} r h [(g_1 - g_2) + (g_1 + g_2)h] & \text{if} \quad a \leq \frac{-1}{2}.
\end{cases}
\]

Thus, we have
\[ \alpha_{0,0} = -\frac{G}{2H} \quad \text{and} \quad \alpha_{1,0} = \frac{G + K}{4rH}. \]

This completes the proof. \(\square\)

Based on Lemmas 3 and 4, we can get
\[
\alpha_{2,0} = \frac{1}{2\pi r^2} \int_{0}^{2\pi} \frac{d\theta}{f(r \cos \theta, r \sin \theta)} - \frac{1}{r^2} \alpha_{1,0} + \frac{r^2 + a}{r^2} \alpha_{0,0} = -\frac{(2r^2 + 2a + 1)G + K - 4H}{4Hr^2},
\]
\[
\alpha_{0,2} = \alpha_{0,0} - \alpha_{2,0} = -\frac{G}{2H} - \left( -\frac{(2r^2 + 2a + 1)G + K - 4H}{4Hr^2} \right) = \frac{(2a + 1)G + K - 4H}{4Hr^2},
\]
\[
\alpha_{3,0} = -\frac{1}{r} \alpha_{2,0} + \frac{r^2 + a}{r^2} \alpha_{1,0} = -\frac{1}{r} \left( -\frac{(2r^2 + 2a + 1)G + K - 4H}{4Hr^2} \right) + \frac{r^2 + a}{r^2} \left( \frac{G + K}{4rH} \right) = \frac{(3r^2 + 3a + 1)G + (r^2 + a + 1)K - 4H}{4Hr^3}.
\]
\[ \alpha_{1,2} = \frac{\alpha_{1,0} - \alpha_{3,0}}{4Hr^3} = \frac{G + K - (3r^2 + 3a + 1)G + (r^2 + a + 1)K - 4H}{4Hr^3} = -\frac{(2r^2 + 3a + 1)G + (a + 1)K - 4H}{4Hr^3}. \]

In addition, we can find
\[ \alpha_{2,2} = \frac{(2a + 3)\left(2a + 4a + 1\right)G}{4Hr^4} + \frac{(r^2 + (2a + 1))K - (2r^2 + (4a + 4))H}{4Hr^4}, \]
\[ \alpha_{0,4} = -\frac{(2r^2 + (2a^2 + 4a + 1))G}{4Hr^4} + \frac{(2a + 1)K + (2r^2 - 4a - 4)H}{4Hr^4}, \]
\[ \alpha_{5,0} = \frac{(5r^4 + (10a + 5)r^2 + (5a^2 + 5a + 1))G}{4Hr^5} + \frac{(r^4 + (2a + 3)r^2 + (a^2 + 3a + 1))K - (10r^2 + (8a + 4))H}{4Hr^5}, \]
\[ \alpha_{3,2} = \frac{(2r^4 + (7a + 4)r^2 + (5a^2 + 5a + 1))G}{4Hr^5} + \frac{(a + 2)r^2 + (a^2 + 3a + 1))K - (6r^2 + 8a + 4)H}{4Hr^5}, \]
\[ \alpha_{1,4} = \frac{(4a + 3)r^2 + (5a^2 + 5a + 1))G}{4Hr^5} + \frac{(r^2 + (a^2 + 3a + 1))K - (2r^2 + 8a + 4)H}{4Hr^5}, \]
\[ \alpha_{6,0} = -\frac{1}{8Hr^6} \left[ (4r^6 + (12a + 18)r^4 + (12a^2 + 36a + 12))G + (4a^3 + 18a^2 + 12a + 2)G + (6r^4 + (12a + 8)r^2 + (6a^2 + 8a + 2))K - (15r^4 + (20a + 28)r^2 + (8a^2 + 24a + 8))H \right], \]
\[ \alpha_{4,2} = \frac{1}{8Hr^6} \left[ \left( (4a + 10)r^4 + (8a^2 + 28a + 10)r^2 \right) G \\
+ (4a^3 + 18a^2 + 12a + 2) G \\
+ (2r^4 + (8a + 6)r^2 + (6a^2 + 8a + 2)) K \\
- (3r^4 + (12a + 20)r^2 + (8a^2 + 24a + 8)) H \right], \]

\[ \alpha_{0,6} = -\frac{1}{8Hr^6} \left[ \left( (4a + 14)r^4 + (12a^2 + 36a + 12)r^2 \right) G \\
+ (4a^3 + 18a^2 + 12a + 2) G \\
+ (2r^4 + (12a + 8)r^2 + (6a^2 + 8a + 2)) K \\
+ (r^4 + (-20a - 28)r^2 - (8a^2 + 24a + 8)) H \right], \]

\[ \alpha_{7,0} = \frac{1}{8Hr^7} \left[ \left( (14a^5 + (42a + 28)r^4 + (42a^2 + 56a + 14)r^2 \right) G \\
+ (14a^3 + 28a^2 + 14a + 2) G \\
+ (2r^6 + (6a + 12)r^4 + (6a^2 + 24a + 10)r^2) K \\
+ (2a^3 + 12a^2 + 10a + 2) K \\
- (35r^4 + (56a + 36)r^2 + (24a^2 + 32a + 8)) H \right], \]

\[ \alpha_{5,2} = -\frac{1}{8Hr^7} \left[ \left( (4r^6 + (22a + 18)r^4 + (32a^2 + 46a + 12)r^2 \right) G \\
+ (14a^3 + 28a^2 + 14a + 2) G \\
+ ((2a + 6)r^4 + (4a^2 + 18a + 8)r^2) K \\
+ (2a^3 + 12a^2 + 10a + 2) K \\
- (15r^4 + (40a + 28)r^2 + (24a^2 + 32a + 8)) H \right], \]

\[ \alpha_{3,4} = \frac{1}{8Hr^7} \left[ \left( (8a + 10)r^4 + (22a^2 + 36a + 10)r^2 \right) G \\
+ (14a^3 + 28a^2 + 14a + 2) G \\
+ (2r^4 + (2a^2 + 12a + 6)r^3 + (2a^3 + 12a^2 + 10a + 2)) K \\
- (3r^4 + (24a + 20)r^2 + (24a^2 + 32a + 8)) H \right], \]

\[ \alpha_{1,6} = -\frac{1}{8Hr^7} \left[ \left( (4r^4 + (12a^2 + 26a + 8)r^2 \right) G \\
+ (14a^3 + 28a^2 + 14a + 2) G \\
+ ((6a + 4)r^2 + (2a^3 + 12a^2 + 10a + 2)) K \\
+ (r^4 + (-8a - 12)r^2 - (24a^2 + 32a + 8)) H \right] \]
and for any $p, k$ with $p + 2k \leq 6$: $a_{p,2k+1} = 0$.

Using (3.2), we get

$$f^0(r) = \frac{1}{8rH} (A_r H + B_r G + C_r K)$$

$$= \begin{cases} \frac{1}{8rHg} (A_r h g + B_r (g_1 + g_2) + C_r (g_1 - g_2) h) \text{ if } a > -\frac{1}{2}, \\ \frac{1}{8rHg} (A_r h g + B_r (g_1 - g_2) + C_r (g_1 + g_2) h) \text{ if } a \leq -\frac{1}{2} \end{cases}$$

where

$$A_r = a_4 r^4 + a_2 r^2 + a_0,$$

$$B_r = b_6 r^6 + b_5 r^4 + b_3 r^2 + b_1,$$

$$C_r = c_5 r^6 + c_4 r^4 + c_2 r^2 + \frac{a}{2} a_0 + b_0$$

with

$$a_4 = 15 \lambda_{5,0} + 3 \lambda_{5,2} - \lambda_{5,4} - \lambda_{5,6} - 35 \lambda_{6,0} + 15 \lambda_{6,2} - 3 \lambda_{6,4} - \lambda_{6,6},$$

$$a_2 = (20 \lambda_{5,0} + 12 \lambda_{5,2} + 4 \lambda_{5,4} + 20 \lambda_{5,6} - 56 \lambda_{6,0} + 40 \lambda_{6,2} - 24 \lambda_{6,4} + 8 \lambda_{6,6}) a$$

$$+ (12 \lambda_{3,0} - 4 \lambda_{3,2} - 4 \lambda_{3,4} - 20 \lambda_{4,2} - 12 \lambda_{4,4} + 28 \lambda_{5,0} + 20 \lambda_{5,2}$$

$$+ 12 \lambda_{5,4} + 28 \lambda_{5,6} - 36 \lambda_{6,0} + 28 \lambda_{6,2} - 20 \lambda_{6,4} + 12 \lambda_{6,6}),$$

$$a_0 = (8 \lambda_{5,0} + 8 \lambda_{5,2} + 8 \lambda_{5,4} + 8 \lambda_{5,6} - 24 \lambda_{6,0} + 24 \lambda_{6,2} - 24 \lambda_{6,4} + 24 \lambda_{6,6}) a^2$$

$$+ (8 \lambda_{3,0} - 8 \lambda_{3,2} + 8 \lambda_{3,4} - 16 \lambda_{4,0} + 16 \lambda_{4,2} - 16 \lambda_{4,4} + 24 \lambda_{5,0} + 24 \lambda_{5,2}$$

$$+ 24 \lambda_{5,4} + 24 \lambda_{5,6} - 32 \lambda_{6,0} + 32 \lambda_{6,2} - 32 \lambda_{6,4} + 32 \lambda_{6,6}) a$$

$$+ (8 \lambda_{1,0} - 8 \lambda_{1,2} - 8 \lambda_{2,0} + 8 \lambda_{2,2} + 8 \lambda_{3,0} - 8 \lambda_{3,2} + 8 \lambda_{3,4} - 8 \lambda_{4,0} + 8 \lambda_{4,2}$$

$$- 8 \lambda_{4,4} + 8 \lambda_{5,0} + 8 \lambda_{5,2} + 8 \lambda_{5,4} + 8 \lambda_{5,6} - 8 \lambda_{6,0} + 8 \lambda_{6,2} - 8 \lambda_{6,4} + 8 \lambda_{6,6}),$$

$$b_6 = -4 \lambda_{5,0} + 14 \lambda_{6,0} - 4 \lambda_{6,2},$$

$$b_4 = (-12 \lambda_{5,0} - 4 \lambda_{5,2} - 4 \lambda_{5,4} + 42 \lambda_{6,0} - 22 \lambda_{6,2} + 8 \lambda_{6,4}) a$$

$$+ (-4 \lambda_{3,0} + 10 \lambda_{4,0} - 4 \lambda_{4,2} - 18 \lambda_{5,0} - 10 \lambda_{5,2} - 4 \lambda_{5,4} - 14 \lambda_{5,6} + 28 \lambda_{6,0}$$

$$- 18 \lambda_{6,2} + 10 \lambda_{6,4} - 4 \lambda_{6,6}),$$
\[ b_2 = (-12\lambda_{5,0} - 8\lambda_{5,4} - 4\lambda_{5,6} - 12\lambda_{6,2} - 32\lambda_{6,0} + 42\lambda_{6,4} + 22\lambda_{6,6} - 12\lambda_{6,6})a^2 \\
+(-8\lambda_{3,0} + 4\lambda_{3,2} + 20\lambda_{4,0} - 14\lambda_{4,2} + 8\lambda_{4,4} - 36\lambda_{5,0} \\
-28\lambda_{5,2} - 20\lambda_{5,4} - 36\lambda_{5,6} \\
+56\lambda_{6,0} - 46\lambda_{6,2} + 36\lambda_{6,4} - 26\lambda_{6,6})a \\
+(-4\lambda_{1,0} + 6\lambda_{2,0} - 4\lambda_{2,2} - 8\lambda_{3,0} + 6\lambda_{3,2} - 4\lambda_{3,4} \\
+10\lambda_{4,0} - 8\lambda_{4,2} + 6\lambda_{4,4} \\
-12\lambda_{5,0} - 10\lambda_{5,2} - 8\lambda_{5,4} - 12\lambda_{6,0} - 12\lambda_{6,2} + 10\lambda_{6,4} - 8\lambda_{6,6}). \]

\[ b_0 = (-4\lambda_{5,0} - 4\lambda_{5,2} - 4\lambda_{5,4} - 4\lambda_{5,6} + 14\lambda_{6,0} - 14\lambda_{6,2} + 14\lambda_{6,4} - 14\lambda_{6,6})a^3 \\
+(-4\lambda_{3,0} + 4\lambda_{3,2} - 4\lambda_{3,4} + 10\lambda_{4,0} - 10\lambda_{4,2} + 10\lambda_{4,4} - 18\lambda_{5,0} - 18\lambda_{5,2} \\
-18\lambda_{5,4} - 18\lambda_{5,6} + 28\lambda_{6,0} - 28\lambda_{6,2} + 28\lambda_{6,4} - 28\lambda_{6,6})a^2 \\
+(-4\lambda_{1,0} + 4\lambda_{1,2} + 6\lambda_{2,0} - 6\lambda_{2,2} - 8\lambda_{3,0} + 8\lambda_{3,2} - 8\lambda_{3,4} \\
+10\lambda_{4,0} - 10\lambda_{4,2} + 10\lambda_{4,4} \\
-12\lambda_{5,0} - 12\lambda_{5,2} - 12\lambda_{5,4} - 12\lambda_{6,0} + 14\lambda_{6,0} - 14\lambda_{6,2} + 14\lambda_{6,4} - 14\lambda_{6,6})a \\
+(-2\lambda_{1,0} + 2\lambda_{1,2} + 2\lambda_{2,0} - 2\lambda_{2,2} - 2\lambda_{3,0} + 2\lambda_{3,2} \\
-2\lambda_{3,4} + 2\lambda_{4,0} - 2\lambda_{4,2} \\
+2\lambda_{4,4} - 2\lambda_{5,0} - 2\lambda_{5,2} - 2\lambda_{5,4} - 2\lambda_{6,0} + 2\lambda_{6,6} \\
-2\lambda_{6,0} + 2\lambda_{6,4} - 2\lambda_{6,6}). \]

\[ c_6 = 2\lambda_{6,0}, \]

\[ c_4 = (6\lambda_{6,0} - 2\lambda_{6,2})a + (2\lambda_{4,0} - 6\lambda_{5,0} - 2\lambda_{5,2} - 2\lambda_{5,6} + 12\lambda_{6,0} - 6\lambda_{6,2} + 2\lambda_{6,4}) \]

and

\[ c_2 = (6\lambda_{6,0} - 4\lambda_{6,2} + 2\lambda_{6,4})a^2 \\
+ (4\lambda_{4,0} - 2\lambda_{4,2} - 12\lambda_{5,0} - 8\lambda_{5,2} - 4\lambda_{5,4} - 12\lambda_{6,4} + 24\lambda_{6,6})a \\
+ (-18\lambda_{6,2} + 12\lambda_{6,4} - 6\lambda_{6,6})a \\
+ (2\lambda_{2,0} - 4\lambda_{3,0} + 2\lambda_{3,2} + 6\lambda_{4,0} - 4\lambda_{4,2} + 2\lambda_{4,4} - 8\lambda_{5,0} \\
- 6\lambda_{5,2} - 4\lambda_{5,4} - 8\lambda_{5,6} \\
+ 10\lambda_{6,0} - 8\lambda_{6,2} + 6\lambda_{6,4} - 4\lambda_{6,6}). \]

In fact, there are only ten independent parameters between the \(a_i\), \(b_i\) and \(c_i\) with respect to \(p_{ij}\), \(q_{ij}\) and \(a\). In order to bound the zeros number of numerator of
$f^0(r)$, it is sufficient to bound the zeros number of

$$K(r) = A^2 h^2 g^2 - [B_r (g_1 \pm g_2) + C_r h (g_1 \mp g_2)]^2$$

since

$$(g_1 \pm g_2)^2 = 4(2a + 1 \pm 2g), g_1^2 - g_2^2 = -4h.$$  

Finally, in order to bound the zeros number of the above expression, we should bound the zeros of the following polynomial

$$L(r) = (A^2 h^2 g^2 + 8B_r C_r h^2 - 4(2a + 1) (B^2_r + C^2_r h^2))^2 - 64 (B^2_r - C^2_r h^2)^2 g^2$$

we obtain

$$L(r) = (4r^2 + 4a + 1) \left( \delta_{28} r^{28} + \delta_{26} r^{26} \ldots + \delta_0 \right)$$

where $\delta_i$ are polynomials in $a, p_{ij}$ and $q_{ij}$. Hence, $f^0(r)$ has at most 14 simple zeros. Therefore, statement (b) in Theorem 1 holds.y.
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